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TASK T: CMS at the LHC

1. Overview

In High Energy Physics, as elsewhere, “the past is prolodine’discovery and synthesis
which is embodied ithe Standard Model haseen largely the result of exploration at the energy
frontier. The construction of the Larg#adronCollider (LHC) atthe CERN laboratory provides
the latest extension of the frontier. dnder to discovethe physics beyondhe standard model,
which is predicted to be at the TeV scale, the gWup haselected to participate in t@ompact

Muon Solenoid (CMS) collaboration at the LHC at a center of mass energy of 14 TeV. The
centraldesignconcept is a high-field superconducting solenoid (4T) amhith are arrayed
detectors to efficiently record thmeuons, photonand electrons whichre expected to signal the
new physics.The complexity ofthis undertaking challengebe collaboration todesign and
economically construct apparatus whican conclusively isolate theew features despite the
extraordinarily difficult experimentanvironment --- but at acale (financial, physical, temporal
and demographic) seldom encountered in the field. The completion of constructiostalhation
of the detector is scheduled for 2004 and at leagicade of intense experimentation igdiow.
Using the experience obtained from participation in the design of the SDC detextdkV group

is participating in the effort to build two componeritse triggersystem,including the calorimeter
first level trigger, and the endcapuon systemThe UW group hadeading nanagement roles in
both of these systems.

We have led the design of tMS calorimeter trigger incorporatingiany ofthe successful
concepts used at the ZEUS detector at HERA. Based on extensive simulations of trigger rates and
efficienciesfor detection of electronghotons,jets and neutrinos, we have produced a prototype
adderASIC, high-speedackplane, Receivetard, Electron ID Card, Clock Card afuate that
are integraparts of this design. We propose domplete thework to design prototype, build,
install andcommissionthe level 1 calorimeter gger including théhardware evaluation and tests
required.

The collaboratiorhasdelegated to usesponsibility forthe engineering angrocurement of
the endcapron structure, which in part returrthe magneticflux. We have completed and
validated the design of a bolted block solutionthis structure antiave placed &6.1M contract
for the fabrication with a Japanese firm. Other components of the structure are to be constructed by
our collaborating countries to a UW design and under the supervistbe oW group.The UW
group has also proposed to take an important rolbeircathodestrip chamber production, by the
design of the alignment system and the integration of the utilities in the system.

Because the goal is to duhysics atthe TeV scale, we will asely participate in the
development of the computing strategy gmdgramming.These facets of thexperiment are not
part of the construction project, butust be supported aspart of thebase athe participating
institutions. We areesponsible fothe calorimeter triggesimulation and propose tapply our
simulation expertise tdehe much needed areas of calorimetet reconstruction, highetevel
triggers andnuon chambereconstruction with amitial focus onthe requirements on chamber
design and alignmeniThe construction and comssioning ofthe trigger carrieswith it the
obligation to maintain andnonitor it. This will require a significant fraction dhe future base
program of this task.
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2. Introduction & Background

2.1 Wisconsin SSC Activities

D. Carlsmith, R. Loveless, D. D.eRder and W. HSmith had beeractive in the SDC
design since the inception of the collaboration. W. H. Smithseesitific spokesman ofhe SDC
trigger group, chaired the SDC trigger technical board, and servibg &DC technicalboard and
SDC electronics technicdloard. D. Reeder and [Carlsmith wereproject leaderdor the SDC
Intermediate Angle Muon System and members of the SDC muon technical board. D. Reeder also
served orthe SSCL Board of Overseers. Also working on this task were AssiSwantist S.
Dasu, Postdoctoral Research Associate S. Lusin, Electronics Engineers J. Lackey, M. Jaworski, T.
Gorski (PSL),and mechanical engineers A. Pitas (Pilastruments), F.Feyzi (PSL), J.
Cherwinka (PSL), L. Greenler (PSL) and G. Emmel (PSL).

2.2 Wisconsin LHC Activities

Shortly after the termination of the SSC project, we began discussionth&AfLAS and
CMS collaborations at th&HC. The CMS collaboration indicated areas of netttht closely
matchedthe interests and capabilities of thesébnsin groupand we were formallaccepted by
the CMS Collaboration in Februar§994 with responsibilities ithe areas of the trigger and the
endcapmuons detectorThe successfulnegotiation of theprotocols definingthe agreement
betweenCERN and the USwvas accomplished ipart by theLHC DetectorWorking Group on
which D. Reeder servexk officioas Chair of the UEMS Collaboration Board and W. Smith as
a consultant. W. Smith was appointed by CERN to serve as theepngsentativérom aCERN
non-membeistate on the.HC Electronics Review Boar(LERB) and wasselected byCMS as
one of threeCMS representatives to serve dhe successor to thi®rganization, the LHC
Electronics Board (LEB). In 1999, W. Smith is chairing the annual LEB conference.

2.3 Wisconsin Role in CMS Management

Wisconsin is unusual ithe US University program inthe extent of itsmanagement
responsibilities. W. Smith is the CMS Trigger Project Managertl@dJS-CMS Trigger Level-2
(WBS) Manager. As such he serves e CMS Management Board and CMSteering
Committee. D. Reeder has served as the Spokesmaax arfiiciochair of the US CMS Executive
Board and the US CMS Collaboration Board and the US representatilie GMS Management
Board. At present D. &derhasbeen elected the co-chair of @81S Muon Institutional Board.
W. Smith is one of théhree internalCMS referees charged blMS management tperiodically
review all CMS electronicssystems. RLoveless isthe US CMS Level-2 manager for US
Common Projects, primarily ieging to thedesign and acquisition afie end capron disks and
serves on the CMS Magnet Board. He is d@t®oCMS Endcap MuorTechnicalCoordinator and
serves on the CMS Technical Board.

Recognition of the imortant Wisconsin contributions tthe effective mnagement of
USCMS s afforded bythe comments ofthe February 1999DOE/NSF US CMSReview
Committee chaired by D. Lehman:

“The Common Project Group under Richard Loveless has made outstaroigigess
since the last review. The placement of the End Cap Iron Yoke contract for $6.1M, which is $2.7M
under estimate, is commended. ..... ”
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“ The EndCap Muon Group appears professional avrell managed, and communication
within the group and with CMS occurs frequently and in an effective manner.”

“ The trigger and data acquisition groups have shown good progege theast review.
... Significant changes in calorimeter and muon trigglectronics have beemadesince the last
review with net benefits in system robustness and accessibility. ..gmaibs arewell managed,
with good communication and delineation of responsibilities both internallyéthdnternational
CMS. Good attention to comprehensive design and interface documentation. “

3. The CMS Experiment

3.1 Physics Goals

The CMS detector{22] is designed to study high physics in 14 Te\tenter ofmassproton-
proton collisions athe LHC. In order to accomplish this study andetdend themassrange of
Higgs searches, it is necessary to operate the LHC at a luminosity'afii©’. Thegoals of the
physics programnclude thestudy of electroweaksymmetry breaking, the investigation of the
properties of the top quark, the search for teavy gaugdosons, probing for quark atepton
substructure, looking fosupersymmetryand exploring forother new phenomena. Models of
electroweak symmetry breaking generally include a scalar field whose interactions give mass to the
W and Zbosons, asvell as to the chargeférmions. The dynamicalcomponent of thiscalar
field, the Higgs boson, is expected to decay into WW and ZZ pairsnfassexceedsl80 GeV.
Other theoriepredictnew particle statesthat decay t&Z, WW, WZ oryZ. Thus,the study of
such boson pairs is an importaaenuefor understanding origin oélectroweaksymmetry
breaking. The efficient detection of thesew particles requireghe identification and precise
measurement of their decay electrons and muons over as large a solid angle as possible.

Detection of the top quark and measurement ah@sswill provide important information about
the fermion mass spectrum atig Standard ModelThe millions of t-quark eventgxpected per
LHC year present an opportunity toake precision easurements dheir propertiesThe top
decay to WW" may alsorepresent a significant background ttee Higgs boson search, and,
therefore, needsarefulstudy. The observation of one or twisolated leptonghat have resulted
from the semileptonic t-quarttecay willserve to identify events withquarks.The identification
of the b-quark jets (jets with a secondary vertex) beused toreduce thébackgrounds irhe t-
guark event sample, which come from multi-jet production in association with a W.

It is possiblethat new forces may manifest themselves at LEl&rgies by theroduction of
massive bosons similar the W and Z.Heavy chargedosonscan befound by looking for
events with isolatettigh-p leptons and largenissing E. Another intriguing possibility is that
qguarks consist obther particledound by some neviorce. At high energy this compositeness
would appear as a deviation of the scattering cross section of quarkthé&gredictions oQCD.
Another indication might be an excess dfiadronic jet events at high transversmomenta.
Evidence forlepton substructurenight be seen in deviation of the lepton paimass spectrum
from that expected by Drell-Yan calculation.

Supersymmetry proposes a relationship between fermions and bosons that forecasts each to have a
partner of the opposite sping; boson (fermion)- fermion (boson)). An example ighe gluino,

the supersymmetripartner of thegluon which is a fermion. Thiparticle might be produced in

large numbers and is expected subsequently to decay to at least one stablpangcigathich is

not observed. Therefore, gluino productould becharacterized by a large imbalance in the
observed total transverse momentum. Gluino decays may also produce like-sign dileptons.

3
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3.2 CMS Detector Overview
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Figure 1. Longitudinal view of the CMS detector.

To achieve thephysics goalsdescribed
above, we mustonstruct a detectdhat

18/99 2:48 PM
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with good efficiency and resolution over
as much ofthe solid angle aspossible.
The longitudinal view of the CMS
detector isshown in Figure land a
transverse view ishown in Figure 2.
The detectoremploys a 4 Tmagnetic
field produced by a large
superconducting solenoid to preserve
~1% momentunresolution(muons <
100 GeV) over a range oépidities-2.5

<n < 2.5. Morespecifically, the inner
tracking systemwill usesilicon and gas
microstrip detectors tmeasurecharged
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the two-photordecay of an intermediate

mass Higgs.Nearly hermetic hadron calorimetessirroundthe interaction region t@seudo-

rapidities ) of |4.7| and are used to tag forward jets and to measure missing energy.
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3.3 CMS EndCap Iron Flux Return

The organization of CMS is similar to most recently constructed detectadngt ithedesign
and construction of thearious components dhe detector arproposed and accomplished by
international consortia ajroups. Some items, howeverg too technical, industrial or expensive
to fit this paradigm. ACMS these are the solenoidadagnet andhe ancillaryiron flux return,
which represent about a quartertiog¢ total materials ansupplies budget andre designated the
commonresponsibility ofall collaborators. The overall amagement of thisommon effort is
done byCERN, but thedesign and procurement tie endcapron disks wasdelegated to the
University of Wisconsin as an “in-kind€ontribution representing a part of the US obligation to
the common fund.The design is completed and approved ahé cost of procurement is
significantly below the initial estimate, due in part to the UW effort.

3.4 CMS Muon System

Muons aremeasured irthe central
tracking systems and again in the
externalmuon identifier, whichuses the
magnetic flux returned irthe externalMUON
iron to make another, albeit crude, STATONS
measurement ahe momentum(figure
3). The externalmuon subsystem is
comprised of three layers of iron
interleaved with three tracking/trigger
layers of chambersThe barrel flux
return iscomposed ofive axial rings.

The centralring supportsthe solenoid

coil and internal detector.wo endcap
systems supportthe endcap muon  Figure 3: A profile view of the CMS Endcap Muon
detectors, the endcap calorimeter System.

systems and the required shielding.

These endcap systems must be mobile in order to provide access to the central detectors.

In the barrelregion, the muon tracking chambersare Drift Tube Chambers with Bunch
Crossing ldentification Capability (DTBX) arranged in staggered layers. A statcmmposed of
two substationseach containingour layers of wires to measure azimuth and two layers of
orthogonal wires measuringplar angle. Mean-timing techniquase used toassociate the hits
with the bunch crossing in which the parent event occurred.

In the endcapegion, Cathode StriChambers (CSCare used to measuréhe azimuthal
coordinate (the direction of the magnetic deflection). In figure 5 the endcap region is shown
together with the large irodisks and the cathodstrip chambers (CSCYhese endca@SCs are
generally overlapped ipto ensure the maximal acceptance as well aslidate the afjnment of
adjacent chambers. The identification of a muon to its bunch crossing is made using the fast anode
signals, while the pattern of cathode hits is used to trigger the read out of the system.

In the regionr}| < 2.1, Resistivé’lateChambers (RPQWill be used to provide redundancy
for both the muon pattern trigger and the bunch crossing identificationn|Fer2| 1, wewill rely
on thecrossingidentification and triggefrom the CSC systemalone. A major challenge to the
design is to smoothlintegrate théwo technologies (drift tubes ar@SCs) inthe region ofy in
which they overlap.
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3.5 CMS Trigger

Triggering is another of the extraordinary challenges facing detdetagners athe high
luminosity LHC collider. For the nominal LHC design luminosity of*18n average of 25 events
occurs at the beam crossing frequency of 25 nsec. Thisriaeudf 10 interactions every second
must be reduced byfactor of at least 0to 100 Hz,the maximumrate that can be archived by
the on-line computefarm. As described in Figure 4MS has chosen teduce thigate in two
steps. At the first level all data is stored fqus&c, after which no moran 75kHz of the stored
events ardorwarded tothe secondevel. This must bedone forall channels without dead time.
The secondevel is provided by a subset diie on-lineprocessor farm which, in turn, passes a
fraction of these events to the remainder of the on-line farm for more complete prodeasimg.
the 3usec level 1 trigger processing time, decisions must be developed that dikcgedfeaction
of the data while retaining themall portion comingfrom interactions of interest. The large
physical size of the detector and #teortdecision time present a seriestethnical andsystem
problems. Inasmuch as the design of an Ldié@ctor triggesystem strongly impactbe design
of the detector, an LHC detector cannot be designed without addressing how it is to be triggered.

Detectors ( = 10 channels) ]

= — 40.08 MHz

Frontend systems (= 10°)

— =50..100 kHz

= 10°.. 107 bit/event

Data Links (= 1000 « 622 Mb/s)

L - m =50 Gbls

l Event Builder I

Event Filter RISC farms
(= 10¢ .. 10" MIPS)

Mass Storage & Analysis |
] 10..100 Hz

Monitor & Control

LV1 Level 1 Trigger DPM Dual Port Memory

GT Global Trigger DL Data Link

TTC Timing, Trigger and Control  EBI  Event Builder Interface
FEP  FrontEnd Pipeline EBM Event Buffer Memory
DR DeRandomizer EM Event Manager

ROC ReadOut Controller FM Filter Manager

FED FrontEnd Drivers WS  Work Station Cluster

Figure 4. The CMS trigger and data acquisition system.
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3.6 Computing and Software

The ability to study physics withCMS crucially depends upon aeliable and high
performance implementation of its computing and software sySibis.task is especiallgrucial
for the CMS experiment because it intends togeseericcomputing hardware and softwageen
at level-2 trigger. The event reconstruction software and data taking are tightly coupled together, for
instance in providingntelligent filters in thereconstruction to minimizéhe volume of data read
out for background eventthat will be rejected byarious higherevel software triggers. Our
group brings extensivexperience in thelesign and implementation of both computing hardware
and softwareOur group memberbring inthe experiencérom ZEUS and BaBar experiments.
The physics analysis andigger systemsexperience is particularlyseful in this effort. Wehave
taken onroles in bothmuon reconstruction and highdevel tigger software projects which
naturally evolvefrom our hardware responsibilities and will eventudikad tophysics analysis.
We arealsoexpect to help imesigning and implementirthe coresoftware required tsupport
physics analysis witltCMS. Sridhara Dasu haeecently been nomated to sit onthe CMS
Software and Computing Technical Board which coordinates this CMS subproject.

Another critical area ofsoftware development ithat of system diagnostics and test.
Wisconsin Scientist W. Badgethas assembled a netgst setupfor the purpose oftesting
Calorimeter TriggelCards andevaluating online diagnostisoftware. Wehave received a grant
from Wind River for a 5-usellicensefor VxWorks, the real-timesoftware adopted b&MS for
the Motorola VME Crate processors. This system is in use in the test beams and is also supported
by Fermilab and used by CDF. We received funding from the University of Wisconsin for a new
test crate including aew processomll other hardware and @un Workstation for support. The
setup is operational and will be used for online software development.

The final area okoftwarecritical for our CMS trgger project isour suite of electronics
design tools. We haveeceived a granfrom Mentor Graphics undeheir Academicsoftware
program that provides us with the full suite of Mer@raphicselectronicsdesign tools. We also
receive the necessary design tools from Vitesse interfaced w®yttem forthe ASIC designs. In
addition, for the precisionwork neededfor the high-speed (160 MHzprinted circuit board
designs, weeceivedfunding from the University of Wisconsin foithe top of theline Zuken-
Redac Visula design suite, which we used to build the Receiver and Electron Isolation Cards.
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Figure 5: Profile view of the CMS endcap muon system.

The CMS Collaboration has agreed that the US group will be primarily respoiasilbhe
design and fabrication of the components in the endcap regioooth the flux return iron and the
CSC chambers). Groups from PNPI (Russia) IHEP (China) have agreed fmarticipate in the
assembly othe CSC chambers. According the planall materials would be manufactured or
purchased withirthe USA, but some chambers woultien bewound, assembled, andsted in
Russia and Chind’he projectmanager for this effort is G. Mitselmakher of U. Florida and the
Technical Coordinator is R. Loveless of Wisconsin.

4.1 Iron Flux Return

The CMS endcapslocated at eaclend of the detectogonsist ofthree largedisks (YEL,
YE2, and YE3) and one small (nose) disk mountaxially along thebeamline as shown in
Figure 5.Their primary function is to return the magneficix from the 4 tesla solenoidal field.
These large ironlisks alsoact as arabsorber taeduce background due to hadronic debris. The
disks YE1, YEZ2, and YE3 are connected botthatoutside edge and #ie inner edge. Theose
is attached directly to RF1. The entire endcap is constrained by sheportsthat are located on
the inner most ring of barrel iron plates.

The Wisconsin group habeen delegated thesponsibility forthe design and procurement
of the endcap iron. We have designed similar large iron structuties past,e.g.the ZEUS iron
yoke andthe SDC yoke,and theCDF forward toroids. Several independent finite element
calculations have beemade ofthe magnetic field21], the forces resultingfrom it and the
consequent deflection of the disks (14 mm maximum). Ussiegesults of thesealculations we

-8-
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have prepared a dd&d design ofthe dsks and thedisk supports, whiclincorporates a bolted
assembly plan for uniformity and quality assurance.

In order to provide access tioe CMS detector each endcapust be movableThe solution
adopted by CERN is to use an air ggdtem. CERN has notested acustomset of 4 air pads
each ofwhich mustcarry 350 tonnes per pad and hasen tested tonore than 420 tonnes. A
smaller tesivas done successfully on a slope of 1.@ke slope on whiclthe CMS detector is
deployed).

Since the endcap accassy need to occur quickly on relativeshort notice, cabling and
piping for the elements supported by the endcap must either travel with the endcagbler tbebe
disconnected quickly and easily. Furthermore, to provide accéss taion chambers and to the
on-chambekelectronics whictare mountedbetween thealisks, the largedisks must benoveable
with respect teeachother, againmposing constraints othe type of connection. We expect the
needfor access tdhe muon chamberwill be relatively less frequentsince thetime and effort
necessary for chamber access will be considerably longer than for inner detector access.

An axisymmetric model of the CMS detector is shown in Figure 6. This nialetes the
coils, the endcap disks (labeled RF1, RF2, RF3, and nosefhatdrrel steaiings (RY1, RY2,
and RY3). The solenoidal coils generate a 4 Tesla magnetic field at the centeCMShaetector
with 4 layers of current-carrying superconductor (20 kA each).

(a) CMS Detector Axisymmetric Model (b) Exaggerated displacements under magnetic field

Figure 6: (a) Model of the CMS detector showing the coils, the barrel plates, and the endcap disks
used to calculate the magnetic field. (b) Exaggerated displacements of the endcap disks due to the
magnetic field.

The results of the calculation of the magnetic field are shown in Figure 7. Wiéhooil the
field is approximatelyuniform with magnitude 4esla. In the return plates of the bamaly it is

about 1.7 tesla. In the endcap region the field changes direction and thecad@bnent becomes
significant in the outerings RF1and RF2. The effect on the field due to tlgapsbetween the
barrel ringsegments (20 cm ithe innergap, 12 cm inthe outer) can belearly seen. The
maximum stressypically occurs athe inneredges of YE1 and YE2 whetbe deflections are
largest.However, the maximum value, 83 MPa, is wellwithin the strength of hot rolled, low
carbon steel (yield strength200 MPa).
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(a) CMS Detector Magnetic Field (b) Radial Component of magnetic field

LR

HEHH b e

Figure 7: (a) The magnetic field (tesla) for the CMS detector geometry of Fig. 6a. (b) The radial
component of the field.

The large magnetic forces cause the diskdeftecttowardthe IP at the inside edge, despite
the 60 cmthickness. Even thoughe total force on YE2 ismaller thanYEL, it deflectsmore
since it is supported only #te outer edge. We hawesigned a shielding ring df5cm radial
thickness between thesttis todivert the magnetifiux to disks YE2andYE3. The calculations
show that with the installation of the shieldingng connection betweedisks will always be in
compression. If less flux wekarried by YE2 and/E3, the deflection of thesdisks would be
less than that of YE1 and the connection might open.

YE/1 DISK — TENSION SIDE

Figure 8: Typical disk construction from 20 pie-shaped sectors.

The disks are assembled byolting together 20 pie-shaped sectorsshswn in Figure 8. We
require a trial assembly at the factory before shipping to CERN in order to ensure all sectors fit and
meet the size specification. The sector bolting design uses tie plates logabetets machined in

the iron and 100mm dowel pins. At the inner edge of thettissktressesre highest because this

is where the maximum deflection occurs under magnetic loading. A special higleaaitogiring

will tie the sector ends together on the inner edgepamdde block positioning duringssembly.

-10 -
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We have chosen preloaded bdgkaperbolts) to provide for precision tensioning and, thaag
sharing to minimize these deflections.

A challenge to thedesign of the alignmentsystem forthe muon chambers is to
accommodat¢he large deflections/hich occurafter the magnetic field is energized. Téystem
must incorporate a semi-automatic readout.

A design ofthe nose region haveen made and
validated by 3D FEAcalculations. The endcap calorimeter
hasbeen designed bpubna and itsnterface to thdirst
disk YE1 hasbeen specified and agreed to &l parties.
The decision byCMS hasbeen touse alarge endcap
calorimeter (300-tonne). This requirdisat the cart be
modified to add large struts to stabilize the I¢seke figure
9). The forward calorimeter is locatetbehind the endcap
system at a greater distance frdm IP and, together with
the backs-splash from interactiongfa face of théow 3
qguad, produces krge background radiatiofield in the
muon chambers which must peotected Along the n=3
cone we will need at leadts0mm of iron shielding and
some polyethylene shieldingfor neutrons. The iron
shielding in thisarea carries sufficient magnetilux to
ensurethat thedisk connections remain in cqmession
under magnetic loads.

4.2 Flux Return Accomplishments and
Future Tasks

The scheduléor installation of theCMS detector requires _t
the earlycompletion ofthe solenoid magnet. In order to ‘
test thesolenoid,the iron flux return must have been
delivered and installed’hus, a “critical’ path item is the
procurement anchstallation of tharon flux return which

is, asnoted a UW responsibility. We have completed and
validated a ‘referencedesign toillustrate feasibility. The
calculation of the magnetic field and associdt#des was
done and documented [CMS nddd-293 (Dec 1994)].
Various manufacturingechniques were tested before thEigure 9: The cart support for YE1
bolted designwas adopted:;e.g. the electroslag welding Showing the large cantilevered load
tests which were conducted ®ermany during 1994-6. and the strut support.

The design workculminated withthe completion ofthe TechnicaDesign Report [41] for the
magnet (including flux return) which was reviewed and approved by the LHCC in May 1997.

Having received approval to proceed, we circulated the referdasgn in 1997 taabout 100
potentialvendors for review andommentsincorporating thenew information, wegenerated a
request for proposal tine vendors.Seventeen companies returrt@ds in April 1998. Based on
the evaluation of theids by anexpert committeethe threemost likely bidders were visited to
clear up theremaining questions. In December 1998, weeeived approval by the safety
committee atCERN and placed the contrastith Kawasaki Heavy Industries at a signing
ceremony in Madison. The production of the support carts were selected to be thertduatong
Shipyards in Shanghai as a common fund contribution by China. The design was tthened \At

-11 -
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was approved by CERISafety in April 1999. By March 1999 we approwbe shop drawings
for the disks and materialwas ordered. Also in April 1999, test of the jointsusing the
“Superbolt” connection was done in Japan by UW and Kawasaki engineers.

Among the tasks to be addressed in the future are:

* Theresponsibility for oversight and supervision tbé vendors remains witlthe UW until
completion of the assembly at CERN.

* In 1999 we will acquire the necessary Superbolts at a cost expected to be roughly 590K$.

* In April 1999 the contract betweetHEP-Beijing andHudong Heavy Mchinery for the
endcapsupportcartswas signecandwork will begin on finalshop drawings. Wexpect to
approvethe drawings inearly summerwith fabrication starting irAug 1999. Weexpect
delivery in the middle of 2000.

* During June 1999 we will complete the design of the connection pieces at the outer edge of the
disks.

* In November 1999 wavill assemblethe first endcapdisk at Kawasaki. Other disks are
scheduled for trial assembly in three or four month intervals thereafter.

* We expect thassembly process tzegin inJan 2001 and to beomplete by Dec2001, in
time for the completed magnet to be tested in Sep 2003.

» After the completion of the acceptance tests, the magnet and its associated iron will be lowered
into the experimental hall. It is anticipated that mmeon chamberwiill be installed aground
level and lowered together with the disks.

4.3 Cathode Strip Chambers

The cathodestrip chambersare trapezoidal irshape. Most chambeisver roughly 10
degreegsomecover 20 degrees) arade completely overlapped swimuth. Inn there are two
layers of chambers (see Fig. Bhe overlap region nainly providesgreater angulaacceptance,
but also allows us talign adjacenthambers usintghe muonsthat pass through both chambers.
Each chambewill have six planes of wires (and strips) to provide good timing information as
well as a redundanmheasurement of muotracks. The redundancy is necessary to be robust
against backgrounds, particularly neutrons.

A major advantage of cathode strip chambers is that the accuracy of the track measurement is
derived from the geometry of the strips and not from the drift velocity or wire positiosiribdy
form acentroid of the charge induced on a clustestaps. Weneed a resolution of 75 orons
per stationfor the first (innermost)layer where the maximum sagitta isfound. Forthe other
stationsthe resolution requirement is somewhat less stringemt.design hadeen successfully
testedusingfull scaleprototypes together witktheir associated readout electronics ibemm at
CERN both with and without the expected background radiagon (

The six-layer chamber structure isbuilt from seven Cu-clad FR4 honeycomb
(polycarbonate) panel$trips are milled into thesides ofthe panels. Wiresare wound with
3.2mm spacing and glued to FR4 bars fastened to the panels. The identificétierpafenbeam
bunch crossing is made usitige wire (anode) signals arttie trackmeasurement is done using
the strip (cathode) readout. Botathode and anode electronics front-bodrdsare mounted on
the face of each chamber. The signals are then routed to crates located in the periphery of the disks.
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4.4 CMS Muon Chamber Accomplishments and Future Tasks

Much of the management documentation of the production of the Endcap ddtemtor has
been done at Wconsin.The WBS spreadsheets have been produced acdvsin for both the
DOE andCERN costing [39]. R. Loveless hateveloped the resource-loadesst and schedule
for the endcap muon system as a part of the overall US CMS Management Plamill has/ide
for the tracking of the cost and schedule required by DOE.

The design of the chambers is essentially complete. The plafomitfge primary production
site atFNAL hasbeen done and tested bye industrialproduction of prototypes.The tooling
required has undergone several iterations and is quite satisfactomnajdretaskdelegated to the
UW group is to integrate the chambers, electronics, sergiceim to a completesystem. As part
of this effort we have completdde documentation of the mechanidakign ofthe system to be
used toalign themuon chambers tthe overall detector coordinates. Anpantant issuestill not
completely resolved ithe construction and integration of tRECs (resistive plate chambers)
which are used as a redundant trigger in high radiation areas. areetberesponsibility of other
groups, Chinesand/or KoreanThe specification and acquisition of tkervices,electric power,
gas, cabling, as well agprovision for the “slow” control monitoring ofthe system, is the
remainder of the UW integration task.

Future activities related to our responsibilities to the chamber design and construction are:

* The management othe production ofthe chambers anéssociated services will be done in
part by R.J. Loveless who is the Technical Coordinator of the US endcap muon project.

 The UW design forthe mounting ofthe chambers tdhe iron disks usesteel posts with
minimal kinematic constraints. The posts are sized so that the maximum deflection leglt be
than 1mm. Mechanical tests of the mounting of prototype charhbeesvalidated thdesign
goals.

* Based ortheresults ofthe mechanicatests ofthe first prototype,the chamber design was
modified to include a rigid external frame. The UW group has designvéincbnstruct these
frames using aluminum extrusioappropriately machined.he standardization of thaesign
will accommodate the various sizes of chambers.

* In summer 1999 wexpect to complete an integrated test of pneduction chamber and
associated electronics. Based on information gained in thighteshtegration ofervices and
cabling will be completed.

* A general requirement &MS isthat all heagenerated beemoved alose to thesource as
possible. This meanthat the electronicenounted onthe CSCsmust bewater-cooled. The
UW design provideshat each electronidsoard is to be mounted oncaoled copper/brass
pad. A similarsystem wasleveloped at \igconsin forthe ZEUS calorimeter withgood
success.

* The simulation of the procedures necessary to detertimnalignment databaser the muon
chamberswill be done at UW, in order tealidate the specified tolerances. Cleathyis is
related to thgroblem of reconstruction dhe muon tracks and we willparticipate in the
development of these programs.
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5. CMS Trigger Activity

5.1 Level 1 Calorimeter Trigger Design

After establishing requirements ftire performance othe triggersystem [1], [2], [3] that
fulfill the physics goals of the CMS experiment, we have producszheeptuablesign [19,47] of
the level 1 calorimeter triggerystem.General consideratioribat were emphasized in this design
include access t@omponents, requirements of powespace and cooling, information for
diagnostics, efficiency, performance monitoring,traffic on the backplane, timing and
synchronization, feasibility of /0O connections, and interface to DAQ and clock/control. The design
is implemented using off-the-shakchnology whenever feasiblASICs are used only where
fully justified. The logicdesign maximizedlexibility and praggrammability by using memory
lookup tables and other programmable devices.
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4 4 Lumi- .
- E, | nosity Receiver Card
Muon Global Trigger Cal. Global _Trlgger — Monitor Jet Summary Card
Isol. Muon Minlon Tag Sorting, B, ZE, |Sums
Minlon T 4 Highest isol. E ely
inlon Tag 4 Highest non-isol. E, ely 4
Copper . . t
for each 40 MHz Parallel 4 Highest jets
4px 4n E.E,
region from each crate »
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Regional VME DDDDDDDDDD
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72 9x56n 2 x (8 bits EM or HAC Energy
Towers plus 1 bit "fine structure™)

every 25 ns. | + 5 hits error detection code

Calorimeter Frontend Electronics

Figure 10: CMS level 1 calorimeter trigger overview and details of one crate.

The CMS barrel and endcap calorimeter trigggrstem is implemented in 1&ates, as
illustrated inFigure 10,each handling 256 trgger towers mostlycovering 0.087 ¢x 0.087 n
apiece, arranged B @x 28nregions.The very forwardcalorimeter trigger will be serviced by a
separate 19th crate and is not discussed further. The mappihegludrrel and endcap calorimeter
towers onto trigger crates is shown in Figure 12. Full performelecéron finding is carried out
ton=2.6. Continuous coverage for energy sums jatgdis provided out tg=3 in the barrel and
endcap crates witthe coverage extended to thery forwardcalorimeter in thel9th crate. Each
regional processor crate contains 8 Receiver cards, 8 Electron IdentifiCatids, a Jet/Summary
card, a crate processor card and a system monitor card.
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Figure 11: Trigger Receiver Card rear (left) and front (right) sides.

N~
3
o
I
ey
<
’-]:“‘2 ‘3 ‘4 ‘5 ‘6 ‘7 ‘8 9 ‘10‘ 11‘ 12‘ 13‘ 14‘ 15‘ 16 17‘ 18‘ 19‘ 20‘ 21‘ 22‘ 23‘ 24 25‘ 26‘ 27‘ 28‘ 29‘ 30‘31‘32
20° { One Regional
A@=5°{ Trigger Crate
with 8 receiver
cards
Receiver
Card W HB
HE
—~
Overlap,
EB—K—EE

Figure 12: Mapping of barrel and endcap calorimeter towers onto trigger crates.

Data from ECAL and HCAL trigger towers arrivesrially on coppecable atl.2 Gbaud to
the back of the 8 Receiveards inthe crate, ashown in Figure 11. Eacteceiver cardcovers
4@ x 8n towers or ararea 0f0.35¢@ x 0.7 as shown in Figure 12. Aftehe serial-to-parallel
conversion and error checkinlge data areransferred througlthe card to thdront side of the
Receiver card. Data are synchronized padsed through look-ugbles to separately linearize the
energies into the precision needed for electron and energy triggers. Data in parallel form are shared
at 40 MHz withthe neighboring crates after synchronizatidie entiresystemoperates in lock
step thereafter @60 MHz. The energies are thaummed to 4 x 4 gger tower regionsising
custom Adder ASICs on the Receiver card. This ASIC has been built and is discussed below. The
heart of the crate is a central "backplamwiich providesdatasharing at 160 MHz.Datafor the
electron identification logic are transferred first to the Electron Identification shmisn in Figure
13 and then the 4 x 4 sums are transferred to the Jet/Summary card.
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The Jet/Summarycard is alsshown in Figure 13, Iteceivestwo 4@ x 4n jet sumsfrom
each of the eight Receiver cards and computes tptél Eand E for the 256-tower region within
the crate. Thé&lectron Identification Card receivelata at1l60 MHz and performsthe electron
identification algorithm in &ustom ASIC.The best qualitycandidatefrom each oftwo 16-tower
regions is transferred tthe Jet/Summarycard. A prototype Receive€Card, Backplane and
Electron Isolation Card have been built and successfully tested as described below.

Electron Isolation Card Jet Summary Card

Boundary I VME Boundary
Scan Interface Scan N
Controller Controller Interface
ae
Electron Isqlation | C e CDI?Sik LUT
L o Trigger ’ (E R Ey)
(0] 8 Processor
= @ 000
E
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. .. (o) B SORT
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1 RE 20 00 v
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gooe se 88.¢¢| @D
o = P
Differential _ SORT
Receivers & Staqgin To Muon Trigger

Figure 13: Electron Identification and Jet/Summary Cards.

We have produced a conceptdakign ofthe Phase ASIC used oifie ReceiveiBoard to
receive and synchronize/aligour channels oparallel datg€rom the serial/ paralletonverters. In
order to achieve maximum utilization of board space, all the logic following the Phase ASIC is run
at 160 MHz.Significantsavingsare realized by placing thaultiplexing circuitry, necessary to
convert the 40 MHz data flow into 160 MHz, at the output stage of the ASIC.

We have produced a conceptuaisign forthe Ekctron IsolationASIC. An entire 4 x 8
region can be processed by two of these ASICs in four 160 MHz cycles. We have also produced a
conceptual design for the Sort ASIC. It sortscadidates in onerossing and appends 5 bits of
locationinformation toeachinput. The 5-bit locatiorfiollows eachdatum througtthe Sort ASIC
and uniquely identifies the four largest 2- tower sums.

5.2 Hardware Development & Prototyping

As a test of the technologyoposedhere, we have built an integrated circuit thdtds 813-bit

numbers.This wasdeveloped in cooperation with Vitesse CorporatioGaAs technology. The
logic design is shown in Figure 14. High speed Ga&&dhnologywas chosemecause ihas an
ECL 1/O capabilityand it canprovide an opportunity to run sections tbe trigger logic afour

times the LHCclock frequency. Thisesults in a considerable reduction of citiguin the trigger
data path.
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Eight Operand Adder Tree ASIC The Adder ASIC consists of al-stage
P pipeline with eight input operands and 1
INPUT CELLS wiBoundary Sean ] output operand. Each operand has 10 bits of

| ] | ] | ] [ ]  value, one bit ofsign, onebit of input value
Pt A Add 2 overflow (tower overflow) and oneit of
_ —| = —‘ : [ | arithmetic overflow for a total of 13 bits.
k—| — | | —= .—l There are threeadders in sequence with
Add_5 GenProp | | Add_6 registers athe output ofeach stage and a set
| —| of registers atthe input. It has full
| implementation of J-Tag/ Boundary Scan. The
| : s circuit has been evaluated byitesse who
Add_7 TovlAov confirm its operation at 240 MHz.The
—l—‘ functionality of this Adder ASIC circuit
— which wasinstalled on the prototypReceiver
ToviAov Card has been verified in tests.

’7 Add_3 Add_4

Boundary Scan |

Controller
REG —

| | As another test of themplementation of
| ouTPUT CELLS w/Boundary Scan | - .
our trigger system design weve constructed
a backplane, shown in the front ating rear of
the prototype crate in Figure 15 and Figure 16.

Figure 14. Design of GaAs 8 x 13 bit Adder
ASIC.

, Figure 16. Rear of Prototype Crate with

The backplane has a right side trigger processing area with refmoatichounted cards that
exchange trigger data @#0-pin connectorslhe leftfront-facing region is standardME on 2
96-pin connectors, which is thearried to the otherards inthe custom trgger data-processing
section on singld28 pin connectors. Whuilt a customclock board to testhe operation of the
backplane. This test dhe point-to-point differentiaECL transmissionndicated far endise and
fall times of 0.8 ns. We alsmonstructed the prototype Receiv@ard shown in Figure 17. The
board is designed t@ceive datdrom the inputl.2 Gbaud copper links and transmigder data
overthe backplane to the prototypgectron Identification Carghown in Figure 18, awell as
providing a full functional test of the Adder ASIC.
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Figure 17: Prototype Receiver Card with 3 Adder ASICs Figure 18. Electron Identification
installed. Card Prototype

5.3 Simulation Program - Design developments

The calorimeter triggethardware described aboveplementsthe electron/photonjet,
missing transverse energy and total transverse energy trigger algasitbms in Figure 19. The
electron/photon trigger algorithm is based on a sliding wintimlnique, whiclusesthe addition
of leakageenergy to sharpetine efficiencyturn-on curve and vetoes dmt and neighbor tower
H/E, fine-grain EM energy profile and neighbor tower EM energy deposits. Together, these vetoes
reject contaminationfrom profuselyproduced jets whiclsometimesproduce large EM energy
deposits. The algorithms used in the determination of jetrassing transversenergy arébased
on transverse energy sums over a 4x4 trigger tower region.

This trigger system has been simulated extensively fmpgram which useparameterized
functionality to increase its spe¢®0], [27], [35], [30]. This program wasleveloped by our
group. Based onhe results obtainedthe trigger system wasdetermined to meethe rate
constraints imposed by the data acquisition system while providingeffigiency for the physics
processes studied the CMS TechnicalProposal [22] These studies have alsaggestedaninor
modifications to either improve the performance or simplify the baseline design [19].

The use of fine-grain PbWQrystal electro-magnetic calorimetpyovidesthe capability to
analyze electroshowerswithin a trigger tower and to provide an EM clusiggntification bit
[28]. A simple peak-finding algorithm applied to strips of crystalg can be implemented with a
modest increase in the complexity of the trigger primitive generation stage of the FERMI front-end
electronicsfor ECAL. Simulation results [28ihdicate that thdackgroundcan be reduce@-4-
fold, while maintaininghe signal efficiency > 95%. Thesew algorithmsare now incorporated
into the specification of the calorimeter triggarstem [33]. Our simulation efforts [36lave
resulted in variations on ththemethat involve relatively nmor hardware change$ut allow
implementation of bottthe fine-grain electron/photon identification and an additiore@ghbor
tower EM isolation.
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Last year, we have made an extensitely ofthe triggeralgorithms withthe detailedsimulation
of CMS (CMSIM programincorporatingGEANT simulation ofthe detector). Theseesults
compare favorably to those from our fast simulation program [38].
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Figure 19. Electron and Jet Trigger Algorithms.

This year we have focussed primarily on improvingalgorithm further, to perfornbetter
in triggering on semi-leptonic B decays during the initial low luminosity phase of THEmain
improvement is inthe more completeuse of fine-grain information in botrhit and neighbor
towers. We have also implemented separate sorting tré@s non-isolated andisolated
electron/photon candidates. We have verified thatatgerithm can beimplemented within the
hardware design described above and it performs well [62].

Secondly, budgetary considerations resulted in reduction of the total output rate of the level-1
trigger system. We have tuned trigger cutoffs in our simulations to reduce the ratgpamd have
verified that the physics output of the experiment is not compromised [60].

The efficiency of the electron/photaigorithm, for top and bottom everisat decay to
electrons, as they vary wittlectronmomentumare shown in Figure 20 and Figure 21. The
efficiency isshownseparatelyfor the full algorithm and fothe various sub-algorithmsThe top
events efficiency plot includes tmeinimum bias events appropriate tioe high luminosity LHC
running, i.e., L = 18cm? s*. The asymptotic efficiency for both cases is reached at about 10 GeV
above the trigger Ecutoff. The E cutoffs chosen at various luminosities, i.e., 27 GeV i
s, 16 GeV at 1&cm? s* and 8GeV at 16°cm? s'can be sustained withihe raterequirement
[62].

In order to studythe physics performance dhe calorimeter trigger wéllow our earlier
procedure [30] ofelecting representative, EEutoffs for various sub-triggers satisfyitige target
total rate of12.5 kHz. Wethen explore the efficiencies of triggering warious high p physics
processes. The CMS data acquisitiorsystem is nowexpected to handle a #Hz-input rate.
However, the calculated baseline trigger rates may be uncertainunkaown amountue to the
poorly measured gluon distribution itme proton, which contributeshe bulk of the QCD
backgroundhat dominateghe calorimetetriggers. In order to provide a margin of safety we
require that the total calculated trigger rate be < 25 kHz and the calorimeter portion < 12.5 kHz.
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Figure 20: The electron/photon algorithm Figure 21: The electron/photon algorithm
efficiency is plotted versus the pfthe top  efficiency is plotted versus the pf the bottom
decay electron for various cuts decay electron for various cuts.

The trigger ratdoreakdown andhe selected Ecutoffs for various sub-triggers, at high and low
luminositiesareshown inTable 1. The E cutoff selections, of coursearbitrary, but weselect
these specific values to emphasdilze electron/phototriggersthat enable the exploration bigh

p; physics withthe best signal to noise ratioHowever, we ensuréhat sufficientbandwidth is
reserved for total E missing E and jet triggers to study SUSY and QCD physics.

High Luminosity Low Luminosity

Trigger Type Trigger ET Incremental Trigger ET Incremental

Cutoff (GeV) | Rate (kHz) Cutoff (GeV) Rate (kHz)
Sum E; 400 0.3 150 1.0
Missing E; 80 0.9 50 0.7
Electron 27 5.3 16 7.3
Dielectron 14 1.3 8 3.0
Single jet 100 1.0 50 0.3
Dijet 60 0.7 35 0.1
Trijet 30 1.3 20 0.2
Quadjet 20 1.0 15 0.04
Jet+Electron 50 & 14 0.3 30 & 10 0.2
Total Rate (kHz) 12.1 12.8

Table 1. High and low luminosity background rates, increments over previous row and total for all
triggers, for a representative set of triggerchtoffs.

For these efficiencystudies, weselect from the physics processes considered tie CMS
TechnicalProposal [22] only thoséhat place themost stringent requirements othe trigger
system. Bcause we do not include effects of offline reconstruction inefficiencies owbets
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evaluating efficiencies, thesesultsare conservative. We hayeerformedthese studiesor both
high and low luminosity, L = fcm?s* and 16%cm? s*, and have summarized them in Table 2.

Luminosity | Physics Process Efficiency (%)
H(80 GeV) - yy 91
H(120 GeV) - ZZ* - eeu 73

High H(200GeV) - ZZ ~ eeqq 95

10%em?s’ [pp- it = e X 82
pp-tt-eH X etX 76
pp-tt-eX 97
pp-tt-eH X etX 94

Low SUSY squark & gluino production

10%em?s' | M, o, = 45 GeV, M,,,.=300 GeV 77
5.3.1 SUSY Neutral Higgs
10 < tan3 < 30, 100 < M ,, < 400 GeV 38 - 96

Table 2. High and low luminosity physics processes efficiency for the representative set of trigger
E; cutoffs selected. (*Note this efficiency does not include the muon trigger).

For the efficiencystudies severgbhysics processeare selected. The gener@andard model
physics processes of importance are € + X (setdhe most stingent requirement othe single
electron trigger), W- e +v, and Z - ee. TheStandard Model Higgs processesected are H
(80 GeV) - vyy,H (120 GeV)-» ZZ* - eeu,and H (200 GeV)- ZZ - eeqQq.

The efficienciedor the abovephysicschannels studied #te high and luminosity LHC running
are listed in the Table 2. The selectedyger E cutoffs yield high efficiency for these
representative physics processes while satisfying the bandwidth requirement.
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Figure 22. Mapping of calorimeter cells into trigger towers.

-21 -



University of Wisconsin — Madison Task T: CMS at LHC

Another major simulation effort hdseen to determine the triggewer geometry for the
Barrel andEndcap Electromagnetic and Hadronic Calorimeters. Wdee been collaborating
closely with the mechanical design agldctronic readouteams to producdetailed and complete
calorimeter trigger toweassignments foevery calorimeter readoeell. We have beenunning
simulation studies to determiriee consequences of various tower mappings. @btermination
is important since the HCAL scintillator towers must be compatible with the ECAL trigger towers.
A side view of the mapping we have developed is shown in Figure 22.

5.4 Plans for CMS Trigger R&D

Thefocus of our hardware development effortd=ivi2000 is tocomplete thenitial design
and prototyping of the trigger to meet the milestone of issuing the Trigger Technical Design Report
(TDR) at the end of 2000. Therefore, we plan to prototype and to makegereering evaluation
of hardware proposed in order to determinec#pability, feasibility, andost. The goal of the
hardware evaluation is to providee information requiredor the finaldesign ofthe calorimeter
trigger system and for the specification of interfaces to the Front End, Trigger and DAQ systems.

Our CMS trigger R&D program for 1999-2000 contains several naagjivities. Thefirst is
to test the transmission dhta to theprototype Receive€ard at high speed. We will buildtest
card specificallyfor this purpose on whichill be installed the mezzanireards forthe Receiver
Card with their 1.2 Gbaud copper receivers of the serial data. portamtancillary result will be
the verification of the scheme to transmit high-speed serial data on cables.

Since tests of our prototype crate, backplane, Receiver Card and Electron Isolatibav@éard
proven the validity of the basic framework of data transmission and processing, we will proceed to
construct and evaluate a prototype ASIGharformthe patterrfinding of isolated electrons at the
full speed and inputlatarequired. We need to determine whettier isolated electroalgorithm
can indeed be implemented in a 160 MHz ASIC. Based omxparience witlthe Vitesse GaAs
technologyused inthe Adder ASIC webelievethis is feasible, but a hardware demonstration is
required to verify the design.

The completion of the proof of principle of the full dataflow and processing now allows us to
turn ourattention to thdront end processing dhe ReceiverCard andthe critical ponts of the
input datasynchronization and erratetection. Theséunctions will beperformed bythe Phase
ASIC and we must design, build and test a prototype it.

We will then address the issue of diagnostics in order to develop a global phildisapbsn
be appliedacross tgger systems,involving both ASICs and boards. Wewill continue the
investigation begun witthe Adder ASIC by studyinghe J-Tag/Boundary Scan scheme at the
boardlevel. TheBoundary Scan diagnostiggll be incorporated into th8oundary ScarASIC
and we will construct and test it to verify the scheme.

We next plan to address the production of the summary outputtfi@malorimeter regional
trigger system anthe interface to the global trigger. We will construct a prototyp&udatmary
card that willprocesshe output of the prototype é&tdtron IdentificationCards and transmit this
information to the global trigger in order to test the trigger olganotmarylogic and the interface
to the Global Calorimeter Triggesystem. This interface is needed to tesystem integration
beginning in 2000; to validate the full calorimeter trigdesign and to teshe interfacesvith the
rest of the trigger system.

We will develop thesoftware necessary tiperate these prototydgmards and ASICs and
read them out with appropriate diagnostics. Simulation studies wilsbé toevaluate thalesign
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performance in order to determine the effect of design modifications and more exact specifications.
The hardware and engineering parts of this R&D program include:

» Prototype Electron Isolation ASIC in Vitesse GaAs process.

* Summary Rototype Board fotesting of trigger dataummarygeneration and interface to
global calorimeter trigger.

» Study of intercrate data transfer techniques.

» Design and test of input data phase adjustment and error code detection with implementation
in the Phase ASIC.

» Design and test of board level JTAG/Boundary Scan diagnostics and implementation in the
Boundary Scan ASIC with integrated backplane drivers.

» Design and test of Sort ASIC with integrated backplane receivers.

» Perform afull-scale cratgprototype test withthe crate, backplane, Receiveard, Electron
Isolation Card, Summary Card, Clock Board, and Crate Processor.

* Refine and monitor the cost and schedule.

We also plan to continue triggsystemengineering. Specifically this involvgsower and
cooling, cable requirements, physical size of electroniéscation of electronics and access
requirements. We intend to completihe definition of interfaces between triggeubsystems,
between trigger subsystems and the global trigger system, and bétedaggersystem and the
DAQ and front end electronicsystems.The resource requirements need to be determined,
including power, space and cooling. Signal specificatidos communicationsre being finalized
and monitoring requirements determined. Studies of reliability need to identifal components
and assessfault tolerance andmean time between failurefor various trgger systems.
Specifications will be developed for the amount of trigger system that is allowed to be taken out by
a single failure. JoeLackeyserves asead engineer othis project,assisted by M. Jaworski and
PSL engineers P. Robl and D. Wahl. Board aystemtesting, test setupupport, andperation
and diagnostic software are provided by Scientist W. Badgett.

We will also continuethe development of diagnostic software amwline in our newtest
crate setup. We will develapTAG/Boundary Scan in-sitdiagnostic software toperateour on-
board and on-chip JTAG/Boundary Scan chains Wiledevelop programs to downloadest
patterns to check the functionality bbards andASICs. We expect that thesprogramswill
evolve into those used in integration tests with other front-end, triggddAQ@dsystems asvell
as those used itestbeamsand eventually in the fulexperiment. We plaror the software
development to takplacealong side withthe hardware development dbat the finalsystem has
fully functional software available when it is commissioned.

5.5 Plans for Simulation Program

A thorough understanding tie characteristics of the evemtkich passhe level-1 trigger
is a prerequisite to develop higher-level triggdgorithms. CMSrequires threeorders of
magnitude reduction of rate before savihg datafor offline processing. This reductianust be
accomplished forthe interestinghigh PT events using fast algorithmghile retaining good
efficiencies. We propose tharacterize theutput of the level-1 trigger and develop higlessel
trigger algorithms.

CMS is implementinghigher level trigger algorithms in software running onfarm of
generic computers. This decision eliminates the need dedigated data patuch as those used
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in traditional level-2triggers. Howeverthe onus is upon writingintelligent software that
reconstructs the events on demand and rejects those events that are unlikely tlaggassept of

the trigger aorithmsearly on, suchthat thenetwork switch bandwidth is not wasted in reading

out all the data for the event. Aam of triggergdetector and reconstructicoftware expertbave

teamed up to develop an object oriented software program that allows development of these higher
level trigger algorithms. We have begun participation in this effort and intend to take leading role in
defining this software system that will eventually determine the physics capability of CMS.

The extraction of the finaphysics results fromthe CMS also requires a thorough
understanding of howhe signal and théackground eventpassall the way from the level-1
trigger, through the higher level triggers and the event reconstruction programs, to the analysis. So
far we have beestudyingthe efficienciedor triggering on varioughysics processes within the
detector acceptance independent offline reconstruction restrictions. Thereforeur quoted
efficiencies are conservativeHowever, understandinghe event reconstruction, thenalysis
techniques and the physics/detechaickground for various physics topics is necessary to
determine the tru@hysicscapability of the CMS. There is an intricate interplay in thang
between thevarious algorithms tefficiently extract thesignal. Therefore, we algamropose to
develop offline analysis techniques not only to understaaghysics performance but also to
refine the triggeralgorithms. This effortwill naturally lead to thedevelopment of both the
software codes anithe knowledge base to expldie physicscapabilities of theCMS. Scientists
Sridhara Dasu and Bill Badgett will work on this project.

5.6 Trigger Project Management

W. Smith serves athe CMS trigger projectmanager andhe US CMS Level 2 Trigger
Project Manager. AEMS tigger projectmanager he is responsible fahe overalldesign and
execution of the CMS trigger, including conducting the twice yeaMg trigger reviews, awell
as active participation in CMS management decisions on the Steering Committee and Management
Board. Along with his twoother CMS LHC Electronics Board colleagues, G. Hall and G.
Stefanini, he is also responsible for conducting CMS internal electronics reviews of all systems.

As US CMSLevel 2 Manager forthe Triggersystem, W. Smith hosts monthiydeo
conferences with the other US CMS trigger institutions, Florida, Rice, UCLA, and Davis to review
of progress, milestones, simulatiagtivities. Healso participates imeetings withFNAL and
Maryland concerning integratidesues forthe Calorimeter Trigger angith Ohio, Florida,Rice,
and UCLA for the muon trigger.

As part of these anagement responsibilities, well also continue tomonitor the overall
CMS level 1 trigger lancy. This involvesthe determination of themaximum totaltime after the
beam crossing needed by each subsystem; to produce its trigger ‘primitive’ information, to transmit
it to the trigger decision racks in the CMS electromasm, to procesthe information, to make a
global L1 trigger decision, and toansmitthe L1 accept back to detector electronicorder to
send the event to the next level.
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7. Task T Budget and Narrative

7.1 Salaries and Wages

Experienced senior physicists and postdoctoral asso@eteabsolutelynecessary for the
design and construction of CMftector. To this end an appropriate operating butdgest be in
place to insure the accomplishment of the engineering and equipment construction. Since there is a
prohibition on thespending of equipment funds for this physicist oversfghttion, the base
program support by the HEP division isiae qua non

For the CMS Muon Activity and the CMS Common Projects Activity, we are requesting 12
months of full support for Seni@cientistDr. R. Loveless. R. Loveless tise USCMS Level-2
manager for US Common Projects, primarily relatinghedesign and acquisition dfie end cap
iron disksand serves othe CMS Magnet Board. He is alsgbe CMS Endcap MuonTechnical
Coordinator and serves dime CMS TechnicalBoard. He is deading scientist on UEMS and
CMS. The success of the project depends on his continued leadership.

For the CMS Muon activity, we arerequesting fullsupport for 12 months for Assistant
Scientist S. Lusin towork underthe supervision of Profs. Carlsmith and Reeder on the
construction of the prototype cathoskeip chambers and services,veal as thedevelopment of
the procedures needed &ssurethe quality of thanass-produced chambers. S. Lusill also
work on the simulation of the muon chamber performance, focussing on such issues as alignment.

For the CMS Trigger activity, we areequesting 12nonths support for Assistaigcientist
W. Badgett to direct th€MS calorimeter trigger testing and software effort. Wi develop a
hardware test environment including a teasttesetup and diagnostic software. W@l also work
on integration of the trigger hardware with other CMS systems and he will participlagetiigger
simulation effort. Dr. Badgett has been previouwstiiveand supported by Task BZeus (where
he served as trigger coordinator), but has now turned his talents to the CMS trigger project. We are
requesting 12 months of 33% support of Assisgmentist SDasu tocontinuehis leadership of
the CMS calorimeter trigger simulation effort. His expertise is invaluable in the efforts to refine the
first level trigger and to design the calorimetdgorithms for highefevel triggers.The remainder
of Dr. Dasu’s support and activities are on Babar (Task C).

For the CMS Trigger activity, we are requestingnénths of support for Senior Engineer J.
Lackey in the expectation that we will receive an additional 6 months from US CMS Fuojgst
J. Lackey is a leading electronics engineer with an international reputation earmesdsbgcessful
design of thezeus Calorimeter Trigger and isow responsible fothe design and engineering of
the CMS regional calorimeter trigger.

For boththe CMS Muonand Trigger activities, we are requestingri@nths support for a
technician. There is a significaatnount oftechnicalwork required at U. Wsconsin for CMS in
the next few years. For the Muon system, there is general infrastructure singhaiing tests of
thermal conductivity for the coolingystem, assemblgnd testing ofow voltagepower supplies,
testing of magnetic shieldingor the DC-DC converters, coordination of coolingystem
procurement and production, supervision of coolsygtem delivery, supervision offrame
production and delivery and coordination of Low Voltage procurement and delarthe work
on the calorimeter trigger, we need a techniciamwdok on assembly antest of the prototype
electronics, preparation of modifications of printctuit boards with surface mourtdevices,
general assembly of electronic components, mechasmsambly oklectronicchassis andrates,
cabling, inventory of parts and maintaining supply cabinets, parts ordering, maintenance and repair
of test setups, soldering and desoldering, assembly of cooling, and testing of power supplies.
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Although the challenge of CMS physics is very attractive to gradiatientsthe time scale
to completion is impracticably long. A solution to this dilemoaa be achieved bgombining the
CMS hardware experience withe analysis opportunitieavailablethroughthe ZEUS and CDF
activities. We will be recruiting students in the future, in greater numbers esalleeateour base
resources to LHC in the post construction era.

7.2 Travel

We monitor the travel budget very seriously, in part because it is ahe fefw controllable
items in the task. In order to meet his responsibilitie€M$S tigger projectmanager, a member
of the CMS Steering Committee and Management Bodnd, US CMS Data Acquisition and
Trigger Level 2 Project Manager andrmember ofthe LHC Electronics Board, W. Smitmust
attend numerous meetings at CERN each year. As US CMS EndcapTeciamicalcoordinator
and US CMS Common Projects Level 2 Project Manager, R. Lovalestalso make aumber
of overseas trips each year as parhisfduties. Althoughravel for engineering personneln be
defrayed as a project expense, physitetel cannot. Significant travelupport is necessary in
order for a University group to sustain these leadership responsibilities. Despite continuing efforts
to contain travel costs, inflation in lodging and airfaostscause uncertainties. Nevertheless, we
do our best taontain the inflationarcosts anchave incorporated thigitent into the budget.
Although we also makextensiveuse ofvideoconferencing, theneemains anrreduciblenumber
of reviews and critical meetings at CERN where our presence is required. The other researchers on
Task Tmustattend collaboratiomeetings and meetings at whichtbé planning of the Trigger
and Muon System is coordinated.

7.3 Computing

The complex electronics being designddr the CMS calorimeter trigger operates at very
high speed (160 MHz). This requirsgecialized computer-aidetksign software for high speed
routing, placement for time delays, thermal analysis and line impedance cohétlniversity of
Wisconsin provided $50K in FY97 to upgrade amthanceour CAD electronicsdesign software
and we request support for the maintenance of this software in our base program.
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