
Jets produced in association with

W-bosons in CMS at the LHC

by

Kira S. Grogg

A dissertation submitted in partial fulfillment of the

requirements for the degree of

Doctor of Philosophy

(Physics)

at the

University of Wisconsin – Madison

2011



c© Copyright by Kira S. Grogg 2011

All Rights Reserved



Jets produced in association with

W-bosons in CMS at the LHC

Kira S. Grogg

Under the supervision of Prof. Wesley H. Smith

At the University of Wisconsin–Madison

Presented here is a study of jets produced in association with W bosons pro-

duction in pp collisions at center-of-mass energy of 7 TeV using the full CMS 2010
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tion of the reconstructed leading jets is measured and compared to theoretical ex-

pectations. The measured jet multiplicity distributions are efficiency corrected and

unfolded to enable direct comparison to theoretical models. The ratios of multiplici-

ties, σ(W + n)/σ(W + (n− 1)) and σ(W + n)/σ(W ) where n stands for the number
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Chapter 1

Introduction

In the beginning the Universe was created. This has made a lot of people

very angry and has been widely regarded as a bad move.

— Douglas Adams

1.1 Standard Model

The current theory of elementary particles, known as the Standard Model (SM)

[1, 2, 3], is a powerful predictor of the behavior of the universe at the quantum level.

Ever since the discovery of subatomic particles in the early 20th century, scientists

have been refining the models used to describe and explain particle behavior. While

the Standard Model is by no means complete, or entirely correct, it is the best tool

presently available for describing particle interactions.

The Standard Model describes two elementary matter particle types—leptons

and quarks. These particles interact with each other through the electromagnetic,

strong, and weak forces, manifesting themselves as “force carrier” particles. Gravity,

the only other known force, is not part of the SM because it is too weak to easily

study at the particle level.
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Figure 1.1: Schematic of the particles in the Standard Model and their associated
symbols and groupings.

1.1.1 Particles and Interactions

Figure 1.1 lists the known and postulated fundamental particles of the SM.

Leptons come in three types or “flavors”—electron, muon, and tau—that, except for

mass, share all other properties (such as a charge of -1). For each of the three flavors

there is a corresponding neutrino (e.g., electron neutrino, νe) that is nearly massless.

Table 1.1 on the left lists the properties of each. The anti-leptons have the same

properties as leptons except with an opposite charge.

Quarks come in six flavors ranging in mass from 0.003 GeV to 172 GeV1. The six

flavors are paired into three generations, each having one quark with a +2/3 electric

1All masses, momentums, and energies of relativistic particles will henceforth be given in units
of energy (eV) since they can all be related through the speed of light using the famous equation
E = mc2 and the approximation pc ≈ E.
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Leptons

Fermion mass charge

electron 115 keV -1

νe < 2 eV 0

muon 106 MeV -1

νµ < 0.170 MeV 0

tau 1.78 GeV -1

ντ < 15.5 MeV 0

Quarks

Fermion mass charge

up (u) 3 MeV +2/3

down (d) 6 MeV -1/3

charm (c) 1.3 GeV +2/3

strange (s) 100 MeV -1/3

top (t) 172 GeV +2/3

bottom (b) 4.2 GeV -1/3

Table 1.1: Tables of the fermions and their properties [4], including charge and mass
(approximate for quarks, as they cannot be isolated). Antimatter has opposite charges.

charge and one with a -1/3 electric charge, relative to the charge of the electron. The

two lightest quarks, up and down, make up protons and neutrons. See Table 1.1 on the

right for a list of quark properties. Free quarks have not been observed; they instead

come in groupings of two or three. Quarks have one of three “color” charges—red,

green and blue—such that the groupings result in colorless objects called hadrons.

Hadrons with a quark (e.g., red) and an anti-quark (e.g., anti-red) are designated

mesons. Three quarks (anti-quarks) with different colors—red, green, and blue (anti-

red, anti-green, anti-blue)—combine into baryons. Collectively, quarks and leptons

are known as fermions, sharing the property of half-integer spin. Spin is quantized

angular momentum, fundamental to the particle type and used for classification and

interaction characteristics.

Interactions between matter particles occur through the exchange of bosons,

which are thus known as force carriers. See Table 1.2 for a list of known and postulated

bosons and their properties. The photon is massless, has no charge, and mediates

electromagnetic interactions known at the particle level as Quantum Electrodynamics
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(QED) (see for example [5, 6]). Particles interacting through their charge, such as an

electron orbiting the nucleus of an atom, exchange photons. Two massive bosons, the

charged W± and the neutral Z, carry the weak force. The weak force has a short range

and permits fermions to decay and change flavor. The W and Z can interact with all

quarks and leptons.

The electromagnetic interactions described by the exchange of photons (QED)

and the weak interactions described by the massive W and Z bosons are unified in the

Standard Model into a single “electroweak” (EWK) theory [7, 8, 9]. The unification

requires the addition of another massive particle, the Higgs boson [10, 11, 12]. The

interaction of the SM particles with the Higgs boson, including its self-interaction,

results in their masses, giving the Higgs boson special status within the SM. However,

the existence of the Higgs boson has not yet been verified experimentally.

The gluon mediates the strong force and, like the photon, is massless and elec-

trically neutral. Gluons carry a color and an anti-color charge and are exchanged by

quarks. The strong force binds quarks into mesons (qq̄) and baryons (qqq) through

gluon exchange and is what holds together the nucleus of an atom. The theory of

Quantum Chromodynamics (QCD) describes the strong interactions of quark and

gluons, collectively known as partons.

Note that all fermions interact weakly (i.e., through the weak force), whereas

only quarks interact strongly. Only the electrically charged particles, quarks, electrons,

muons, and taus, interact electromagnetically. Finally, neutrinos, having neither color

nor electric charge, only interact weakly.
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Boson force spin mass (GeV) charge force strength

photon electromagnetic 1 0.0 0 1036

Z0 weak 1 91.2 0 1025

W± weak 1 80.4 ±1 1025

gluon strong 1 0.0 0 1038

Higgs – 0 > 114 0 —

Table 1.2: Table of boson properties [4], including the force each carries, the mass,
and the charge. The strength of the forces are given relative to gravity.

1.2 Electroweak Physics

The electroweak force is a unification of the weak and electromagnetic forces,

the idea being that above a unification energy of several hundred GeV, the two forces

are essentially the same. Electroweak interactions involve the photon, Z boson, and

W± boson force carries. The weak force as a function of distance (spatial derivative

of the potential) is given by the equation

Fweak ≈
d

dr
[
1

r
e−mr] (1.1)

where m is the mass of the W or Z boson, and r is the distance. By using the

mass of the photon (zero) instead, one recovers the familiar inverse square law for the

electromagnetic force. Because of the exponential part of the function and the high

masses of the W and Z bosons (80.4 and 91.2, respectively), the weak force has a very

short range.

These bosons are formed from, or decay into, pairs of leptons and quarks. De-

pictions of the interaction vertices between W/Z bosons and fermions are given in

Figure 1.2 and the boson self interaction2 is given in Figure 1.3. Each fermions-to-

2It is also possible for massive bosons to self-interact, with either a 3 or 4-boson vertex, because
they carry weak charge.
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Figure 1.2: Sample interactions vertices between quarks and leptons and W or Z
bosons.

W+

Z, γ

W+

W+

W−W−

W+

Figure 1.3: Sample self-interaction vertices for W and Z bosons.

W/Z interaction vertex adds another factor of the EWK coupling strength, αW , to

calculations of the likelihood of the interaction. In this paper, the focus will be on

the formation of W± bosons from partons (in protons), such as ud̄→ W+, and on the

decay of the W into an electron and a neutrino, W± → e±ν.

1.3 Quantum Chromodynamics (QCD)

Quantum Chromodynamics (QCD) governs the interactions of partons through

the strong force. Unlike the electrically neutral force carrier photon in QED, the

force carrier for QCD, the gluon, carries a color charge itself and comes in eight color

variations [13]. Therefore, QCD gluons can self interact, unlike the photons of QED,

leading to significantly different behavior for the strong force, such that the strength

increases with distance (although it acts only over small distances). Figure 1.4 shows

possible interactions between quarks and gluons, as well as gluon self-interaction.
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Figure 1.4: Sample interactions vertices between quarks and gluons, or gluon self-
interaction, with the red (r), green (g), blue (b) color flow indicated.

Because the strong coupling strength is small at high energies or short distances,

QCD can be treated with perturbation theory3. However, the coupling for the strong

force, αs, varies with the energies being studied. As the energy decreases, the coupling

increases, such that at low enough energies the theory can no longer be approximated

with small perturbations. Further discussion of QCD is provided in Chapter 2.

Quarks are “color confined” [14] and always form into colorless hadrons. This

confinement occurs because the strong force increases with distance up to a point

after which it levels off, about 1 fm. As partons leave the interaction point, the strong

force essentially begins to decelerate them. The deceleration causes the partons to

radiate more partons in the form of hadrons (much like bremsstrahlung for accelerating

electrons) [15]. In terms of energy, it is easier to create new qq̄ pairs than to let the

existing quark move farther away at greater energies. This process continues with

the new hadrons as the individual partons move apart. The two families of hadrons,

mesons and baryons form a wide range of particles, depending on the flavor and

orientation of the quarks. Many hadrons are unstable and decay quickly, while others

3Starting from a known mathematical solution, A0, small adjustments, εnAn, are made to fit the
more complicated physical situation, A, that itself cannot be solved fully: A = A0 + εA1 + ε2A2 + · · ·.
The “order” of the perturbation corresponds to the power of ε.
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Detector

Hadrons
Fragmentation

Scattered parton
Hard scatter

Figure 1.5: Illustration of the evolution from the hard scattering parton to the jet in
the detector.

like charged pions, kaons, protons, and neutrons are able to travel a detectable distance

before decaying into lighter hadrons or leptons and photons. The particles that are

formed from the original parton during the hard interaction leave the interaction point

as a collimated spray of particles. The spray or “jet” is what the experiment eventually

detects. A cartoon depicting the hadronization process is given in Figure 1.5.

1.4 Proton Collisions

Because protons are composite particles, collisions between protons do not in-

volve the entire object. Instead, one of the partons from a proton will interact with

one from the other proton. Protons are made up of three valence quarks, uud, but

the valence quarks exchange and radiate gluons that produce virtual “sea” quarks [16]

within the proton after splitting into qq̄ pairs. Any of these “sea” quarks may interact,

making qq̄ interactions possible, but less likely, between two protons. More likely are

quark-gluon interactions, especially at higher energies. In proton-proton collisions, in-
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u

Figure 1.6: Feynman diagrams for sample QCD (left) and EWK/QED (right) pro-
cesses possible from pp collisions.

teractions occur that involve QCD, QED, and EWK. An example of each is shown in

Figure 1.6 as a Feynman diagram illustrating the 2→ 2 process, using the interaction

vertices diagrammed earlier.

The “cross section” associated with these processes are calculated using Quan-

tum Field Theory (QFT) [17] and measured in particle colliders. Cross section, given

in units of area4, essentially refers to the likelihood of a particular interaction occur-

ring (such as those in Figure 1.6). The more likely an interaction is to occur, the

larger the effective “area”, and the more frequent the occurrence. The rate of events

produced for a given process depends on the luminosity, L, i.e., the total number of

pp interactions per unit time, and the cross section for the process:

rate = dN/dt = σL (1.2)

The size of the cross section depends on the strength of the interactions involved.

In general, the QCD cross section is the largest, being governed by the strong(est)

force. The next largest cross section is QED followed by EWK processes involving the

weakest force.

The Standard Model offers predictions of cross sections which need to be verified

at colliders with higher energy levels. Figure 1.7 shows the cross sections of several

4The preferred unit of area for particle cross sections is the barn = 10−24 cm2.



10

QCD and EWK processes expected from proton-(anti)proton collisions, including that

for W production, σW . The cross sections of most processes are dependent on the

center of mass energy of the collision,
√
s =

√
P 2

1 + P 2
2 . More details on cross section

calculations are presented in Chapter 2.

1.5 W+jets cross section

The W and Z bosons were first discovered at CERN5 using a pp̄ collider which

achieved the high energy collisions needed to produce such massive particles [19, 20].

Because of conservation of energy (and E = mc2), real particles of mass M (GeV/c2)

cannot be created unless the interacting particles have a center-of-mass energy of at

least M (GeV). The W+ bosons were produced primarily through the interaction of

ud̄ quarks in the protons/anti-protons (or ūd→ W−). The heavy bosons had already

been postulated, along with their masses, as a necessary element of the Standard

Model. Thus, their discovery was an achievement in the predictive power of the SM.

The desired measurement in this paper is the production cross section of W+njets

from proton-proton collisions. The interaction producing W+jets (partons) can be

represented by a variety of Feynman diagrams, two examples of which are shown in

Figure 1.8. The cross section for each process are calculated from these diagrams using

the Feynman rules for the interaction vertices and force propagators. The sum of all

possible diagrams for W+≥ n jets gives the inclusive cross section for n jets.

5The European Organization for Nuclear Research, an international collaboration that, among
other projects, operates particle colliders.
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Figure 1.8: Sample Feynman diagrams for W+jets production. On the left, starting
from an up quark and gluon and resulting in electron, neutrino, and down quark
(becomes a jet). On the right, starting from an up quark and down anti-quark and
resulting in electron, neutrino, and two gluon jets.

1.6 Need for Higgs and/or Physics Beyond Standard Model

Thus far, the Standard Model has served physicists well, but does not provide

a complete description of particle interactions. There are a number of areas where it

breaks down, such as in very high energy regions not yet explored through experiment,

that need to be explained. In addition, there are 25 parameters that cannot be cal-

culated directly from the current theory which must be determined from experiment

only. Among them are the masses of the fermions, the strength of the forces, and those

parameters describing the coupling of the Higgs boson (its mass still being unknown).

The Higgs boson, which is integral to the SM, is a particle postulated to account

for spontaneous symmetry breaking [21] and the presence of mass in the universe. The

Higgs mechanism is a necessary element to give the W and Z bosons mass; otherwise,

the bosons in the SM are massless. Since bosons are known to have considerable mass,

finding evidence of the Higgs boson is one of the primary goals of modern particle

physics. Because Higgs boson production can have final states similar to W+jets,

such as when a Higgs is formed from and decays into two W bosons, W+jets is a

major “background” process to Higgs boson production. A detailed understanding
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Figure 1.9: Feynman diagram for vector boson fusion Higgs production resulting in
an electron, neutrino, and two quark jets.

of SM processes, including their expected cross sections and kinematic distributions,

is necessary to isolate potential new physics signals. Figure 1.9 presents a Feynman

diagram showing theoretically how Higgs boson production might occur through W

bosons with a final state including an electron, a neutrino, and two quarks (jets)

[22, 23]. W+jets is also potentially a background process to the production of other

new physics particles beyond the Standard Model, especially ones that decay to W

bosons.
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Chapter 2

Theory of W+Jets Production

Parton production in association with W bosons (“W+jets”) is a relatively clean

signal with a high cross section. The theoretical understanding of the electroweak

portion of the W boson production is well developed, thus enabling a thorough study

of the associated jet production mechanism described by perturbative QCD (pQCD)

[24]. Section 2.1 will provide an overview of the quantum field theory behind the

production of W+jets (partons), while Section 2.2 will cover the specifics of the W

boson decay and detection. Section 2.3 will focus on the final state partons and pQCD

aspects of W+jets.

2.1 W Boson + Jets Production

The full cross section of hadronic scattering, illustrated in Figure 2.1, is repre-

sented by the equation

σ =
1

3

∑
q,q′

∫
dx1dx2f1(x1, Q

2)f2(x2, Q
2) σ̂(ŝ). (2.1)

where x1 and x2 are the proton momenta fractions that are carried by the interacting

partons and σ̂(ŝ) is the cross section at the parton level [25]. The hard scattering cross

section at the parton level is calculated using EWK theory. For example, the cross
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p1

p2

x1

x2

W±

f1(x1, Q
2)

f2(x2, Q
2)

Figure 2.1: Formation of a W boson through deep inelastic scattering of two protons,
p1 and p2, shown as an interaction between two of the constituent particles with
momentum fractions x1 and x2.

section for ud̄→ e+ν as a function of the parton center-of-mass energy ŝ is calculated

to be

σ̂(ud̄→ e+ν) =
|Vud|2

3π

(
GFM

2
W√

2

)2
ŝ

(ŝ−MW )2 + ΓWMW )2
. (2.2)

The up (u) and anti-down (d̄) quarks may be exchanged for other quark types such

as us̄ or cs̄. The parameter Vud indicates the strength of the flavor changing decays,

with ud and cs being the most likely.

In Equation 2.1, the summation is over the possible quarks and anti-quarks, and

the factor of 1/3 is derived from the three possible quark color charges. Parton distri-

bution functions (PDFs) [26, 27], fi(x1, Q
2) and fi(x2, Q

2), describe the composition

of the protons in terms of the constituent partons. The parameter Q is the charac-

teristic momentum scale of the scattering, in this case using Q = MW . The cross

section in Equation 2.1 corresponds to the W cross section shown in the middle part

of Figure 1.7.
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Q = 85 GeV [28].

Figure 2.2 shows a sample composition of the particles in a proton for two differ-

ent Q2 values. The parton distribution functions describe the number of particles of

type i in the proton with a momentum fraction between x and dx. Because neither of

the two protons has valence anti-quarks, the most likely interaction for pp colliders is

a gluon from one proton interacting with a quark from the other, shown in Figure 1.8

on the left. The PDFs have been previously determined experimentally [28] at the

Tevatron collider [29].

The process described above covers only the qq̄ production and eν decay of W

bosons and does not take into account our interest in studying the partons that are

produced along with the W bosons. The probability of producing an additional parton

is roughly dependent on the strong coupling constant, αs (i.e., each quark-quark-gluon

interaction vertex adds another factor of αs), although higher order corrections from

internal loops in the diagrams can change this dependency by about 10% [30]. The
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coupling constant αs governs the strength of the strong interaction and depends on

the momentum transfer scale, Q, of the interaction: αs(Q
2) ∝ 1/ln(Q2/Λ2

QCD) where

ΛQCD is the momentum scale for QCD above which pQCD becomes valid.

2.2 W Boson Decay

W bosons couple to both quarks and leptons roughly equally and can decay to

any of six quark combinations (excluding the top, which is more massive than the

W [31, 32]), or one of the three lepton flavors. Each of the six quark combinations

is multiplied by the three possible quark colors. However, the likelihood of the W

decaying to a given quark combination is less than one, as described by the CKM

matrix Vqq′ [33, 34]. The three combinations for the up and charm generations each

add to about one. The likelihood, or branching ratio (BR), of the W decaying to quarks

is thus 2/3 and to leptons is 1/3. Each of the three leptonic decays—electron, muon,

or tau—is roughly equally likely to occur and thus the electron-neutrino branching

fraction is about 1/9 of all W bosons decays. When measuring only the decay of W

bosons to an electron and a neutrino, one may start from the total theoretical cross

section and multiply by the branching ratio:

σ(W → eν + n partons) = σ(W + n partons) ·BR (W → eν). (2.3)

The measured branching ratio for W → eν is 10.8% [4]. Because the W boson is

massive (80.4 GeV) and has a very short lifetime (10−25s, particle detectors can

only measure the decay products, e.g., the electron and neutrino. Electrons from

the W boson usually carry away about half the W mass (the other half going to

the neutrino) and thus the expected energy of the relatively light electrons is about
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40 GeV, a readily detectable amount. Complicating the measurement is the fact that

neutrinos are nearly massless and only interact via the weak force, leaving no trace

in the detector. The only evidence that neutrinos are present is an imbalance in the

transverse momentum of all detected particles. In a two beam collider, the total initial

transverse momentum (i.e., the momentum in the plane perpendicular to the beam

path) is zero. During and after the collision, momentum should be conserved. Any

significant transverse momentum that does not cancel is attributed to an undetected

neutrino and is called “missing transverse energy”, 6ET . It is calculated from the x

and y components of the energy of all of the particles i in an interaction event:

6ET = −
∑
i

(
Ei
x x̂ + Ei

y ŷ
)
. (2.4)

(It is impossible to calculate the total longitudinal momentum since much of it con-

tinues along the beam pipe and is not detected.) The W boson may be partially

reconstructed from the electron and the 6ET . Because only the transverse missing en-

ergy can be used, the transverse mass of the W, MT, rather than the full mass, is

calculated:

MT =
√

2× 6ET × PT (e)(1− cos(θ)) (2.5)

where cos(θ) is the angle between the electron and the 6ET in the transverse plane.

The maximum value of the MT is the full W mass, 80.4 GeV (plus the width and any

smearing effects from the detector).

2.3 Associated Jets

The production cross section of W bosons in conjunction with other outgoing

partons was outlined briefly in Section 1.5. At higher values of Q2, such as in W
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Figure 2.3: Feynman diagrams showing two examples of W + 4-jet events.

boson production, the coupling constant αs becomes smaller and perturbative QCD

is applicable. Calculations done at the tree-level diagram, with just incoming and

outgoing particles (no internal loops), are fairly straightforward and give leading order

(LO) results. Calculations including virtual contributions (internal gluons and particle

loops) and additional partons are considered to be the next-to-leading order (NLO)

in perturbative QCD, or even next-to-next-to-leading order (NNLO) and are more

complex. With more partons being produced along with the boson, higher orders

(NNLO) of pQCD can be tested.

The calculation of cross sections and simulations becomes much more compli-

cated with additional partons, since there are many subprocesses contributing to a

single outcome. For instance, there are 498 possible subprocesses for W + 4-parton

production in pp collisions [35], two examples of which are shown in Figure 2.3.

In addition, gluons emitted from quarks can form gluon pairs. This additional

coupling between gluons because of their color charge causes an inverted screening

effect, such that the closer the probe, the smaller the effective color charge. These
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internal loops of gluons added to tree-level diagrams create ultraviolet divergences1 in

pQCD. The divergences are removed by introducing renormalization, a mathematical

strategy to deal with infinities in cross section integrations. The renormalization scale,

µR, is not fixed, but rather depends upon the momenta exchanged in an interaction,

often set to the same value as the factorization scale µf , which deals with low energy,

large distance, divergences [15]. The energy scale chosen for calculations cannot affect

the final observables.

2.4 Previous Studies of W+Jets

The most recent precision measurements of the W boson come from the two

major experiments at the Tevatron collider, D0 [36] and CDF [37]. The dominant

production of W bosons at the pp̄ Tevatron collider is due to the reaction qq̄′ → W .

The center of mass energy,
√
s, at the Tevatron during its Run II was 1.96 TeV. For

comparison, the Large Hadron Collider (LHC) [38] is currently running at
√
s = 7 TeV

and will eventually increase to
√
s = 14 TeV. Both of the multipurpose experiments

at the LHC, the Compact Muon Solenoid (CMS) [39] and ATLAS [40], are currently

conducting studies of W+jets production.

2.4.1 Collider Detector at Fermilab (CDF)

The CDF analysis [41] is based on an integrated luminosity of 320 ± 18 pb−1,

where integrated luminosity is a measure of the total number of pp̄ collisions. The

electrons were required to have an ET > 20 GeV and missing transverse energy, 6ET ,

greater than 30 GeV, since the W decay products each share part of MW
T . The

1Ultraviolet (UV) divergences are unphysical effects in calculations using Feynman diagrams when
infinitely high energies or small distances are present.
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transverse mass was required to be greater than 20 GeV. These requirements are

necessary to remove background events that are unlikely to be true W+jets events,

but result instead from QCD or tt̄ processes. Only the responses from the matter in

a particle detector give indications of type and characteristics of the particles coming

from an interaction. Requirements must be put on the detectable decay products,

electrons, 6ET , and jets in order to select events from the desired interactions. Events

are grouped according to the number of jets with transverse energy ET > 15 GeV.

All of the jet counting is done inclusively such that events with 2 jets, for example,

are included in both the 1-jet and 2-jet bins. The 6ET distribution, distinct for events

with W bosons, is used to extract the signal from the remaining background events.

Figure 2.4 shows the results of a fit to the 6ET with the signal and two types of

background events. The background fraction varies from 10% to 40% between 1-jet

and 4-jet events, and up to 90% for the high jet ET range.

Figure 2.5 on the left shows the ratio of data to theory for the cross section as a

function of jet multiplicity n and the ratio of the cross section for ≥ n jets over ≥ n−1

jets, σn/σn−1. On the right is a plot of the differential cross section in data compared

to three different theoretical models as a function of jet ET for events with ≥ 1 jets.

Close agreement between the data and NLO theory predictions is seen in both cases.

2.4.2 D-Zero (D0)

The D0 analysis [42] is based on an integrated luminosity of 4.2 fb−1. Events

are selected with electron pT > 15 GeV, 6ET > 20 GeV, and MT > 40 GeV. The

jet counting is done for jet pT > 20 GeV. Differential and total cross sections are

normalized to the measured inclusive W boson cross section to cancel some of the
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Figure 2.5: CDF results for the cross section of W + ≥ n jets. (a) The ratio of
measured to theoretical cross section as a function of inclusive jet multiplicity, (b) the
ratio of measured to theoretical cross section as a function of jet ET [41].
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Figure 2.6: D0 cross section results. (a) The total cross section as a function of the
inclusive jet multiplicity, the ratio of theory to data measurements, and the ratio of
σn/σn−1 for data and several theoretical models. (b) The differential cross section as
a function of the nth jet pT, normalized to the inclusive W → eν cross section and
compared to NLO predictions. W+1 jet is the top curve, W+4 jets is the bottom
curve [42].

systematic uncertainties. Significant agreement is shown between the theory and data,

although NLO theory predictions for the cross section are slightly higher for the 1-jet

bin than that found in data. Figure 2.6(a) shows the inclusive W + n jets cross section

for each jet multiplicity, compared to two theoretical calculations. Figure 2.6(b) shows

the differential cross section by jet pT normalized to the inclusive W cross section. The

agreement between theory and data is good, with some deviation at the highest and

lowest jet pT.



25

Chapter 3

Experimental Setup

With the Large Hadron Collider (LHC) operational, physicists are now able to conduct

research at far higher energy levels (7 TeV) than those provided by previous accelera-

tors. Measurements of the Standard Model processes are being conducted along with

searches for new physics processes. To make these measurements, the Compact Muon

Solenoid (CMS) detector was constructed to detect the particles resulting from the

interactions created in the LHC.

3.1 Large Hadron Collider

As part of physicists’ endless endeavor to probe higher energies and smaller

distances, the Large Hadron Collider (LHC) [38] was constructed at CERN. The LHC

uses an underground ring 27 km in circumference that originally housed an electron-

positron collider (LEP). The energies intended for the LHC made it impossible to

continue using electrons, as they are light-weight and radiate too much energy when

accelerated around a ring. Instead, two beams of protons are collided, each at an

energy of 3.5 TeV, producing a wide range of physics events to study at a center of

mass energy of
√
s = 7 TeV. Eventually the LHC will move to the design energy of
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√
s = 14 TeV. The maximum center of mass energy is constrained by the size of the

LHC ring and the limits of magnet technology.

Luminosity is important because the number of events that are produced for a

particular process is directly proportional to the time-integrated luminosity and the

cross section of the event, σevent:

Nevent = Lσevent (3.1)

A high luminosity is necessary to search for very rare processes. To achieve a high

luminosity, the LHC uses proton-proton collisions, which are easier to produce than

the proton-anti-proton collisions used at the Tevatron. The cross-section dependence

on center of mass energy was shown in Figure 1.7.

Protons begin their journey in the Linac2, a linear accelerator that uses radio

frequency (RF) cavities acting on the charged protons to boost them to 50 MeV. They

are then injected into the Proton Synchrotron Booster (PSB) which ramps up the

energy to 1.4 GeV, also by using RF cavities. At this stage magnets begin squeezing

the beam down in size, because smaller beam size implies a higher luminosty. The

PSB starts with six bunches of protons that then get split into three. The next stage,

the Proton Synchrotron (PS), continues increasing the beam energy, this time up to

24 GeV. Also at this point there is more bunching of the protons, so that each bunch

gets split into two, twice. The bunches are shortened using an 80 MHz RF system so

that they can fit into the 200 MHz brackets of the next stage. The final stage before

injection into the main LHC ring is the Super Proton Synchrotron (SPS). The SPS

increases the energy to 450 GeV. At this point there are ideally 2,808 bunches, each

with about 1011 protons. The RF fields oscillate at the frequency of 40MHz so that the
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bunches are spaced 25 ns apart. When the LHC was first being commissioned, only

one bunch was placed in each beam. As running continued smoothly, more and more

bunches, and more protons per bunch, were added until each beam had 368 bunches

for the final 2010 runs. Once the protons are in the LHC ring, they are accelerated to

the target energy of 3.5 GeV for each beam [38]. A diagram of the LHC accelerator

complex, from Linac2 to the detectors, can be seen in Figure 3.1.

Given that both beams have the same electric charge and need to accelerate in

opposite directions, they cannot share a common beam pipe and magnets. Instead,

special dipole magnets are used to direct the beams in opposite directions. The mag-

nets have a compact, twin-bore design to fit into the existing 3.7 m tunnel width.

They have two sets of coils and two beam channels in the same structure and cooling

system, and thus are both mechanically and magnetically coupled. The beams share a

common beam pipe only at the interaction regions, for a length of about 130 m. The

magnets are made of NbTi and cooled using liquid helium to a superconductive state

at a temperature of 1.9K. In all, 1232 dipole magnets, each with a field of 8.3 Tesla,

are used to bend the proton beams around the ring. Quadrupole magnets are used

around the tunnel for focusing the beam.

3.1.1 Luminosity

Luminosity is a function of the number of protons in each bunch (Nb), the number

of bunches in the beams (nb), the revolution frequency of the beams (f), and the size

of the beams (effective collision area, Aeff). It is roughly calculated as

L =
N2
b × nb × f
Aeff

(3.2)
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for two colliding beams with the same parameters. “Integrated luminosity”, L =∫ L dt, corresponds directly to the number of collisions collected in a given time frame.

Approximately 400 quadripole magnets are used to focus the beams to 16.7 µm.

The smaller beam size means a smaller effective collision area, Aeff , and a higher lu-

minosity. The frequency of the revolution is 11.246 kHz. The number of particles,

number of bunches, and the frequency of revolution are well known quantities. The ef-

fective area is calculated from the transverse widths of the beams, σx and σy, assuming

gaussian profiles:

Aeff = 4π × σx × σy. (3.3)

During the first year of running, the instantaneous luminosity rose to 2.07 ×

1032 cm−2s−1 (design luminosity is L = 1034cm−2s−1). The total integrated luminosity

for the 2010 proton-proton physics runs is 36.1 pb−1. The luminosity uncertainty is

roughly 4% and is dominated by uncertainty in the size of the beams (Aeff). The

luminosity is related to the cross section of a physics process through

σ =
Nobs

(A× ε× L)
(3.4)

where σ is the cross section, Nobs is the number of observed events, A is the acceptance

(fraction of the events that can be found by the detector), ε is the efficiency of the

selection, and L is the integrated luminosity [38].

3.2 Compact Muon Solenoid

On the French side of the LHC is the 12,500-ton Compact Muon Solenoid (CMS)

detector (Figure 3.2) [39, 44]. It is located at one of four interaction points, where

the two proton beams are diverted into collisions. Along with atlas, it is one of two



30

general purpose detectors searching for the Higgs boson and new physics signatures.

CMS is sectioned into several sub-detectors, each with specific functions. The inner-

most part of the detector is the tracker, followed by the electromagnetic calorimeter

and the hadronic calorimeter. These three sub-detectors are within a solenoid magnet,

which is surrounded by muon chambers.

The location of the calorimeters inside the solenoid creates a much more compact

design (hence the name), and better detection of particles in the calorimeters since they

do not first traverse the material of the magnet. The CMS magnet is a NbTi solenoid

that generates a large magnetic field of 3.8 T. The field bends charged particles in the

tracker to enable measurement of their momentum. An iron yoke interspersed with

the muon chambers around the solenoid carries a return field of 2 T, making further

momentum measurements of muons possible. The magnet length is 12.5 m, while the

inner diameter is 6.3 m, allowing a large radius for tracking (i.e., better resolution).

The high length to radius ratio of the solenoid means a very uniform magnetic field.

Figure 3.3 shows a slice of the detector with the main sub-components labeled along

with which particles are detected in each area.

3.2.1 CMS Geometry

CMS has a cylindrical shape with a diameter of 14.6 m and length of 21.6 m.

It is divided into three major sections: the barrel, two endcaps, and two forward

regions. CMS uses a right handed Cartesian coordinate system with the origin at the

interaction point. The x-direction points towards the center of the LHC, the y-axis

points up, and the z-axis points west along the beam direction. The radial distance

in the x − y (transverse) plane is r. The angle around the detector in the transverse
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plane is φ. The detector and interactions are roughly uniform in phi, since there is no

significantly preferred direction. The angle above the beam path (along the detector)

is θ, but almost always “pseudorapidity” (η) is used, since the distribution of particles

in η is roughly constant and is defined such that it ranges from 0 (vertical) to infinity

(along the beam path):

η = −ln[tan(θ/2)] (3.5)

For the calorimeters, “barrel” refers to the region of |η| < 1.4442, “endcap” to the

region |η| > 1.566 and |η| < 3.0. The gap between the barrel and endcap is used

for cables and has fewer detecting components. The hadron forward region covers

3.0 < |η| < 5. The tracker extends to |η| < 2.5.

3.2.2 Tracker

The tracker subdetector [47, 48] is the first layer that particles from the proton-

proton interaction traverse. It uses millions of silicon sensors to measure the trajectory

of charged particles that pass through it. Nearest the interaction point are pixels

for fine granularity at the region of highest particle flux, while further away, where

the particle flux is lower, larger strips are used. The sensors are reverse biased p-n

junction diodes. When charged particles pass through the depletion region of the

diode, they cause ionization currents that are read out through the electronics. Using

silicon sensors makes it possible to have thin layers, and thus short response times

and excellent position resolution. Figure 3.4 shows the location and layout of the

tracker. Nearest to the interaction region is the pixel detector [49] with 65.9 million

pixels covering an area of about 1 m2. Each pixel has dimensions of about 100µm ×

150µm × 250µm. The resolution in the r-φ plane is ∼ 10µm, and in the r-z plane is
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∼ 20 µm. The pixels are situated in three concentric layers in the barrel with two

endcap discs on each side. They range from -2.5 to 2.5 in pseudorapidity. The pixels

are kept at -100C to reduce radiation damage, to keep noise levels low, and to maintain

stability. The pixels help establish the vertex of the collision event and initial track

hits. They are also important in distinguishing particles with a displaced secondary

vertex, such as those from B-hadrons which can travel a detectable distance before

decaying. The secondary vertex information is used in this analysis to distinguish

tt̄→ WbWb from W+light flavored jets events.

Surrounding the pixels are 11.4 million silicon strips. Ten layers of these strips

in the barrel cover a radius of 20 cm to 110 cm from the beam axis. The barrel is

divided into the Tracker Inner Barrel (TIB) for |r| < 65 cm and Tracker Outer Barrel

(TOB) for 65 < |r| < 110 cm. The TIB and TOB have a resolution of 230 µm and

530 µm respectively and are oriented along the beam axis. Filling in the gap between

the barrel and endcap are Tracker Inner Disks (TID) next to the TIB. The Tracker

EndCap (TEC) has 9 layers from 124 cm < |z| < 282 cm, covering up to |η| < 2.5.

Both the TID and TEC are oriented radially to the beam.

The signal to noise ratio is better than 25:1, and the number of dead or noisy

strips is less than 3/1000. All together, there is an impressive 210 m2 of silicon. With

tracker information, one can measure the curvature of a charged particle track, and

from that, its momentum. Because the tracker is within the solenoid, any charged

particle will bend in the magnetic field:

pT = qRB (3.6)

where pT is the transverse momentum, q is the charge, R is the radius of the track, and
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Figure 3.4: Drawing of the CMS tracker subcomponents and detecting elements, pixels
and strips [50].

B is the strength of the magnetic field. The tracker has a high resolution because of

the large radius and large magnetic field, as well as the fine granularity of the tracker

elements:

σpT
pT

≈ (15pT ⊕ 0.5)% (TeV ), |η| < 1.6 (3.7a)

σpT
pT

≈ (60pT ⊕ 0.5)% (TeV ), |η| = 2.5 (3.7b)

Because a higher pT results in less curvature, the resolution decreases for higher

pT objects. An object with pT = 40 GeV has a tracker resolution of 0.6%, while a

100 GeV object has a resolution of 1.5%. The tracker helps identify electrons from

the W boson decay, as well as measure their transverse momentum, pT, and is used

to eliminate photons, which being neutral, leave no tracks.

3.2.3 Electromagnetic Calorimeter

After the tracker, particles encounter the electromagnetic calorimeter (ECAL)

[51, 52]. Electrons and photons deposit almost all of their energy in the ECAL. It

is used, along with the tracker information, to determine the energy and location of
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the electrons from W boson decays. The ECAL is composed of 76,832 lead tungstate

(PbWO4) crystals which produce electromagnetic showers and transmit their light

(energy). As electrons pass through the crystal they emit bremsstrahlung photons

that convert to electron pairs, resulting in a shower of light collected by vacuum

photodiodes (barrel) or vacuum phototriodes (endcap).

The ECAL is separated into the barrel (EB), the endcap (EE), and a preshower

(PS) detector in the endcaps. A drawing of the ECAL and subcomponents is shown in

Figure 3.5. The barrel, |η| < 1.4442, has 61,200 crystals, and each of the endcaps, rang-

ing from 1.56 < |η| < 3.0, has 7234 crystals. The pre-shower, made of Pb-Si, is used to

reject photons from π0 decays. The calorimeter crystals are grouped into supermodules

consisting of 1700 crystals, 20 in φ and 85 in η. One half-barrel cylinder has eighteen

supermodules. The endcaps have 15,632 tapered crystals, with a larger rear face of

30x30 mm2. The lead tungstate crystals have a density of 8.3g/cm3, a Molière radius

of 22 mm, a radiation length of 0.89 cm, and dimensions of 22 mm × 22 mm × 230 mm.

The Molière radius, RM , corresponds to 90% of the lateral spread of an electromag-

netic shower. The crystals are each 1 RM , offering a highly granular ECAL with good

position resolution. One of the advantages of using lead tungstate crystals is that

they are very dense but optically clear. Particles are likely to interact with the crystal

atoms, and the light from the interaction is collectable with the crystal itself. They

are radiation tolerant and produce a quick shower: 80% of the light is produced in

25 ns. The energy of an electron traveling a distance x is given by

E(x) = E0e
−x/X0 (3.8)

where X0 is the radiation length of the material. The crystals in the barrel (endcap)
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The CMS electromagnetic calorimeter will consist of over 
80,000 lead-tungstate (PbWO4) crystals equipped with 
avalanche photodiodes or vacuum phototriodes and asso-
ciated electronics operating in a challenging environment: 
a magnetic field of 4T, a time of 25 ns between bunch 
crossings, a radiation dose of ≈ 1-2 kGy/year for LHC oper-
ation at maximum luminosity, and also difficult access for 
maintenance
After an intensive R&D program, lead tungstate  crystals 
were chosen because they offer the best prospects of 
meeting these demanding requirements.  The choice was 
based on the following considerations:

• PbWO4 has a short radiation length and a 
   small Molière radius
• it is a fast scintillator
• it is relatively easy to produce from readily available
  raw materials and substantial experience and pro-
  duction capacity already exist in China and Russia

The crystals have a front face of 
about 22x22 mm2 — which 
matches well the Molière radius 
of 22 mm.  To limit fluctuations 
on the longitudinal shower leak-
age of high-energy electrons and 
photons, the crystals must have 
a total thickness of 26 radiation 
lengths — corresponding to a 
crystal length of only 23 cm

PbWO4 is intrinsically radiation-hard, but non-optimized 
crystals do suffer from radiation damage.  The R&D pro-
gram of the last few years has led to a better understand-
ing of the damage mechanism.  The main conclusion is 
that radiation affects neither the scintillation mechanism 
nor the uniformity of the light yield along the crystal.  It only 
affects the transparency of the crystals through the forma-
tion of color centers and the transport of light is changed 
by self-absorption of the crystals. This light loss can be 
monitored by a light-injection system
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The π0  rejection algorithm using the preshower compares 
the highest signal (summed in 1, 2 or 3 adjacent strips) with 
the total signal in 21 adjacent strips centered on the high-
est-signal strip.  The fraction of the two energies, F, is then 

used to select 
photons (and 
reject π0 's)

CMS will utilize a preshower detector in the endcap region 
(rapidity range 1.65 < |η| < 2.6).  Its main function is to 
provide γ–π0 separation
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The measurement of the energy deposition in the ~2 mm 
pitch silicon strips allows the determination of the impact 
position of the electromagnetic shower by a charge-
weighted-average algorithm with very good accuracy 
(~300µm at 50 GeV).  The fine granularity of the detector 
enables the separation of single showers from overlaps of 
two close showers due to the photons from π0 decays

The preshower 
detector contains two 
thin lead converters 
followed by silicon 
strip detector planes 
placed in front of the 
ECAL.

The scintillation light from the crystals must be captured by 
a photodetector, amplified and digitized.  A schematic of 
the readout sequence is shown in the figure below

The rejection ob-
tained with this 
simple algorithm 
approaches a 
factor of 3 and is 
fairly independ-
ent of ET.

The active planes of silicon detectors are built from a large number of 
identical modules each of which contains an individual detector, as 
shown above.  A module contains an aluminum tile ('holder') onto 
which a ceramic support is glued.  A silicon detector, subdivided into 
32 strips at 1.9 mm pitch, is then glued and bonded to the ceramic.  
The hybrid containing the analog front-end electronics is also glued 
and bonded to the ceramic.  The modules are then assembled on long 
ladders which contain two columns of adjacent detectors
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The upper level readout has four main functions:
• formation of trigger tower energy sums
• pipelining (storing the data until receipt of a Level-1 
trigger decision)
• transmission of the data from the triggered event to 
the Data Acquisition System
• providing interface functions for the on-detector 
electronics

Trigger path
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FED
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Layout of the upper-level read-
out.  The optical receiver deseri-
alizes the data from the Very 
Front-Ends.  The linearizer  
transforms the incoming data to 
a representation which facili-

tates analysis by the trigger (e.g. formation of energy sums) without 
further conversions

The first element is the PbWO4 crystal which converts en-
ergy into light.  The light is converted into a photocurrent by 
the photodetector.  The relatively low light yield of the crys-
tal necessitates a preamplifier in order to convert the pho-
tocurrent into a voltage waveform.  The signal is then ac-
quired and digitized. The resulting data are transported off 
the detector via optical fibre to the upper-level readout
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To avoid the design 
and construction of 
a very large quanti-
ty of radiation-hard 
electronics, the data 
are transported, im-
mediately after the 
digitization step, to 
the counting room 
by fibreoptic links
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Photodetector (Avalanche Photodiode) princi-
ple: Photons convert in the p++ layer.  Photo-
electrons drift towards the abrupt p-n junction 
where ionization starts and avalanche break-
down occurs.  The avalanche breakdown re-
sults in impact electron multiplication.

The light monitoring sys-
tem, shown on the left, 
is designed to inject light 
pulses into each crystal 
to measure the optical 
transmission.  The puls-
es are distributed via an 
optical-fibre system.  
The system is designed 
to continuously monitor 
the calorimete

One of the principal CMS design objectives is to construct a very high per-
formance electromagnetic calorimeter.  A scintillating crystal calorimeter of-
fers excellent performance for energy resolution since almost all of the ener-
gy of electrons and photons is deposited within the crystal volume.  CMS has 
chosen lead tungstate crystals which have high density, a small Molière radi-
us and a short radiation length allowing for a very compact calorimeter sys-
tem.  A high-resolution crystal calorimeter enhances the H→γγ discovery po-
tential at the initially lower luminosities at the LHC
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Figure 3.5: Drawing of the CMS ECAL subcomponents, illustrating the organization
of the crystals and showing an example EM shower [50].

are 25.8 (24.7) X0 long and are able to capture nearly all of the electromagnetic (EM)

energy of electrons and photons.

The energy resolution of the ECAL is excellent and is given as

(
σ

E

)2

=

(
2.7%√
E

)2

+
(

0.15 GeV

E

)2

+ (0.5%)2 (3.9)

The first term is the “stochastic” term covering statistical fluctuations and intrinsic

shower fluctuations. The second term is for electronic noise and pile-up energy, while

the final term is a constant to cover detector non-uniformity and calibration uncer-

tainty. The resolution is optimal for energies between 1 GeV and 1 TeV. A 40 GeV

deposit of energy has a resolution of less than 1%. After being exposed to radiation,

the crystals began to lose some of their transparency and were re-calibrated using a

laser system.

3.2.4 Hadronic Calorimeter

The hadronic calorimeter (HCAL) [53] measures the energy and location of

hadronic showers (jets), in this case those produced in association with a W boson.

It also plays an important role in the measurement of missing transverse energy, in
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this case energy from the neutrino in the W boson decay. The HCAL is a sampling

calorimeter, where the barrel/endcap (HB/HE) region is made up of brass and scin-

tillator layers and the forward region (HF) of steel plates and quartz fibers. The HB

extends to |η| < 1.305, the HE from 1.305 < |η| < 3.0, and the HF from 3.0 < |η| < 5.0.

A drawing of the HCAL and subcomponents is shown in Figure 3.6. Because hadronic

activity is associated with the strong force, the particles in jets interact with nuclei.

The HCAL covers 6-8 interaction lengths, where the energy of a particle drops by a

factor of 1/e for each interaction length. The particles passing through the HB/HE

(HF) interact with the brass (steel) material and are detected in the plastic scintillator

(quartz fibers) layers. Brass was chosen for being non-magnetic and having a short

interaction length. Steel and quartz fiber were chosen for the endcaps because they

are better able to withstand the high rate of particles passing through and the larger

amount of radiation in the forward region.

Light emitted from the brass tiles as particle pass through is absorbed in the

scintillator fibers. The wavelength shifting fibers act as waveguides to hybrid photodi-

odes that collect the energy information. Cherenkov light is produced in the HF when

charged particles pass through the quartz fibers.

The resolution of the HCAL is given by the equation:(
σ

E

)2

=

(
90%√
E

)2

+ (4.5%)2 (3.10a)

(
σ

E

)2

=

(
172%√
E

)2

+ (9.0%)2 (3.10b)

where 3.10a is for the barrel/endcap region, and 3.10b is for the HF. The first term is

the “stochastic” term covering statistical fluctuations and intrinsic shower fluctuations.

The second term is a constant term to cover detector non-uniformity and calibration
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Figure 3.6: Drawing of the CMS HCAL subcomponents. On the left, the brass and
scintillator of the HB/HE are detailed. To the right the steel and quartz of the HF
are highlighted [50].

uncertainty. The resolution of the HCAL is inferior to the ECAL partly because it is a

sampling calorimeter, but also because hadronic showers have fewer particles, thereby

increasing the statistical fluctuations.

3.2.5 Muon chambers

Muons are not integral for an analysis of W bosons decaying to an electron

and a neutrino (aside from requiring no muons), but are important for numerous

other studies. Being relatively massive, muons have little loss of energy when passing

through the calorimeters, but being charged, they do leave information in the tracker.

For a more accurate measurement of their momentum, a second sub-detector, outside

of the solenoid, is needed [54]. Because muons are minimum ionizing particles, it is

not possible to collect all of their energy, as can be done with photons, electrons, and

hadrons. Instead, the transverse momentum is measured as they pass through first

the tracker and then the detecting elements in the magnetic field outside the solenoid.

To measure muons there are three types of detecting elements: cathode strip

chambers (CSC), drift tubes (DT), and resistive plate chambers (RPC). The DTs
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Figure 3.7: Drawing of the CMS Muon subcomponents including cathode strip cham-
bers (CSCs), drift tubes (DTs), and resistive place chambers (RPCs) [50].

are used in the barrel region, the CSCs in the endcaps, and the RPCs in both. The

magnetic field outside the solenoid is enhanced by an iron yoke, interspersed with

the detecting elements. The field is about 2 T and bends the muons enough so that

they leave a curved track from which the transverse momentum may be calculated.

The DTs in the barrel have four concentric layers, each segmented into three for a

total of 12 sectors. The spatial resolution is 100 µm in the r-φ plane, and 150 µm

in the z direction. They have a drift time of 380 ns. CSCs are used in the endcaps

because they can withstand the higher flux of particles and a less uniform magnetic

field. They are in concentric rings of 18 or 36 chambers. While the CSCs and DTs

both contribute to the triggering of muons, the RPCs in both the barrel and endcaps

are ideal for triggering. They have a very short time resolution of about 1.5 ns and

a spacial resolution better than 1 cm. Figure 3.7 gives a schematic view of the muon

subsystems.
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3.2.6 Trigger

As the detector collects information about the particles in the event, this infor-

mation moves on to the Level 1 trigger (L1) which uses specialized hardware to decide

whether to keep or throw away the event. The L1 triggered events are then sent to

a software-based high level trigger (HLT), which reduces the rate to a manageable

300 Hz that can be written to disk for later analysis. Triggering allows only the most

promising events to continue on for full reconstruction and analysis.

3.2.6.1 Level-1 Trigger

Given the interaction frequency of 0.5 GHz—there are about 2.2 interactions

(for the 2010 run) every 25 ns, and roughly 20 interactions per bunchs—not all of the

events (each about 0.2 MB) can be stored. The L1 trigger is the first step to reducing

the number of events by selecting only 50-100 kHz of the most interesting events, using

hardware algorithms that can make decisions in less than 3.2 µs [55].

Events are selected for electrons/photons, jets, 6ET , taus, muons, and combina-

tions of these objects. Information from the calorimeters and muon systems is sent to

local hardware. In the case of calorimeter objects, the data from ECAL and HCAL

are sent to the Regional Calorimeter Trigger (RCT) which identifies jet candidates

and the most energetic electrons/photons (with no distinction made between them

at this stage). The results of the RCT algorithm are sent to the Global Calorimeter

Trigger (GCT) where the candidates are counted and sorted. The calorimeter trigger

results are then combined with the muon trigger results in the Global Trigger (GT).

At this point, only 100 kHz of events pass the selection algorithms and get sent to the

high level trigger. A schematic view of the trigger flow is shown in Figure 3.8.
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Figure 3.8: Schematic of how information passes through the various systems within
the Level-1 Trigger [55].

This analysis uses exclusively single electron triggers. At L1, the electron/photon

trigger uses only calorimeter information to make a decision about keeping the event.

Groups of 5×5 calorimeter crystals (in the barrel) correspond to single trigger towers.

The Trigger Primitive Generator (TPG) sums the ET of the 25 crystals to get the ET

for the trigger tower, and associates it to the correct bunch crossing. The ECAL uses

selective readout (SR), such that towers (and their eight surrounding towers) are only

read out if they register ET above a 1 GeV threshold.

The TPG sends 8 bits for ET and a fine grain bit (see Section 3.2.6.2) from each

tower to the RCT. There are 4176 trigger towers binned as 72φ× 56η in HB/HE, and

18φ × 4η × 2 in HF. Each EB trigger tower has a size of ∆η × ∆φ = 0.087 × 0.087.

The EE towers have roughly a similar size up to η < 2, at which point the width

in η increases with η. The HCAL follows the same dimensions as the ECAL up to

η < 1.74, at which point the towers become twice as large in φ. The HF, not used
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in electron/photon triggering at the L1, has larger φ binning and is used for jet and

6ET triggering. The TPG information from each tower is sent to the RCT where the

electron/photon is classified as isolated or non-isolated. The eight most energetic

electron/photon candidates, four isolated and four non-isolated, for |η| < 2.5, are sent

to the GCT. The RCT also calculates the four most energetic jets, for |η| < 3, and

four for 3 < |η| < 5. See Section 3.2.6.2 for details on the candidate creation/selection

algorithm used in the RCT. The GCT then forms Ex and Ey using lookup tables,

sorts the electrons, jets, and taus, counts the number of jets, and sends the top four

calorimeter candidates, along with the 6ET , to the global trigger. The GT combines

the muon and calorimeter information. Different L1 paths for electrons are used,

depending on the desired ET threshold and multiplicity [55].

3.2.6.2 Regional Calorimeter Trigger

The Regional Calorimeter Trigger (RCT) [56] is responsible for the initial inter-

pretation of data coming from the calorimeters. It is the first stage for constructing

electron/photon and jet trigger objects. The RCT is divided into eighteen crates,

covering the region |η| < 5. Each crate has seven cards, with two regions per card,

for a total of 14 regions per crate. Each region is a 4x4 group of trigger towers. The

RCT receives energy information for ECAL, HCAL, and HF from the TPG for each

trigger tower. A “fine grain” (FG) bit is sent with the ET from the ECAL that gives

information on the lateral spread of the EM shower. It is active when the highest

energy strip pair of crystals in the 5x5 tower has too small of a fraction of the tower

energy. The fraction used during the 2010 running is 90%. Electrons are expected to

be very narrow in η, so if the FG bit is set, the triggering object is less likely to be
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a true (isolated) electron. A second test is done to check for hadronic energy in the

HCAL tower corresponding to an ECAL tower. If the ratio of the HCAL tower ET to

the ECAL tower ET (H/E) is greater than a given threshold (currently set to 5%),

then the H/E veto is set to true.

The RCT algorithm, diagrammed in Figure 3.9, shows the strips of crystals going

into a tower and the 3x3 window searching for the highest ranked towers. Added to

the highest ranked tower is the rank of the highest adjacent tower. Each candidate

is assessed for isolation or non-isolation. If the highest ranked tower or any of its

eight neighbors has the FG bit or the H/E veto set, the candidate is non-isolated. In

addition, the candidate is non-isolated if none of the four corner “L”s around the main

tower is quiet (ET < 1.5 GeV).

For each 4x4 region, the highest ranked isolated and non-isolated candidates are

chosen. Then, within each of the 18 crates, the highest four isolated and highest four

non-isolated electron/photon candidates of the 14 regions are sent to the GCT. The

jet part of the RCT algorithm sums the total energy in each region and sends the ET

of the highest four regions to the GCT.

3.2.6.3 High Level Trigger

The high level trigger (HLT) [57, 58] uses software algorithms to further filter out

unwanted events (mostly QCD), and to pass along potentially interesting interactions

for archiving and subsequent offline processing. It reduces the overall rate to about

300 Hz, a rate that is possible to store. The HLT aims to select events as quickly and

efficiently as possible. Unlike in many experiments, there is no distinction between

Level-2 and Level-3 triggers, since everything is processed with a single processor farm.
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Figure 3.9: Diagram of the Regional Calorimeter Trigger algorithm decisions for iso-
lated vs. non-isolated electron/photons.

However, events are still rejected in several steps to reduce the overall CPU usage.

The Level-1 trigger results are used to decide what needs to be reconstructed. For

instance, if the L1 indicates only a possible electron/photon, then the HLT does not

bother checking the muon system.

For the electron HLT paths, an energy deposit is identified in the ECAL first, and

only if it passes the desired energy threshold requirement is a track reconstructed from

the tracker information. The ECAL deposit and track are then matched, and if they

pass a loose selection, the event is saved. More detailed information on reconstruction

of the HLT objects is given in Chapter 5. Because the luminosity changed quickly in

the first months of data taking, the HLT requirements also changed quickly: the more

luminosity, the more events that need to be filtered out, the tighter the selection needs
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Figure 3.10: The efficiency of the HLT Photon15 path for a reconstructed electron
matched to an L1 SingleEG5 candidate as a function of ET [59].

to be in order to keep the rate reasonable. Table 6.1 in Chapter 6 lists the runs, the

triggers used, and the specific selection criteria for each run. The electron efficiency

turn-on curve for the HLT in early runs is given in Figure 3.10, showing nearly 100%

efficiency starting at 20 GeV.
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Chapter 4

Event Simulation

To model high energy processes of interest accurately, physicists rely heavily on com-

puter simulations. Simulations allow physicists to perform non-analytical calculations

by weighting random numbers based on the theoretical predictions behind the model

being reproduced. The method is known as Monte Carlo (MC) [60], after the city

known for gambling, because of the randomness used when producing the millions of

events needed to study a single process. MC simulations are useful for comparing data

to the current theory, to derive calibration corrections, and to understand systematic

uncertainties in measurements derived from data.

4.1 Monte Carlo Event Generation

Event generation through simulation is done in several steps, occasionally using

different computer programs for various steps [61]. The basic flow occurs as follows.

Input information, such as colliding particle types, in this case proton-proton and

center of mass energy,
√
s = 7 TeV, are chosen to match the operating parameters of

the collider. Parton distributions based on Standard Model calculations are included

for initial particles, modeling the substructure in terms of flavors and energy sharing
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using the parameters measured by previous experiments. One parton from each pro-

ton interacts with another parton from the oncoming proton in a “hard interaction”

where new particles, such as a W boson and multiple partons, are produced with sub-

stantial pT � ΛQCD. The colored remnants of the initial-state protons undergo “soft

interactions” and multiply into a shower of additional “soft” partons with low trans-

verse momentum pT ≈ ΛQCD. The W boson in this analysis is selected to decay to an

electron and neutrino. The outgoing partons shower into more partons. The individ-

ual quarks and gluons, behaving according to the QCD confinement mechanism, then

“fragment” into colorless hadrons. The unstable hadrons decay in a cascade until only

stable particles remain. The
√
s = 7 TeV collisions typically result in ∼500 particles

with pT greater than 1 GeV traversing the detector.

4.1.1 PDF and Hard Scatter

The processes of interest, and the theory behind them, have been discussed in

Chapter 2. Parton distribution functions (PDFs) are used to model the composition

of the protons in a collision. PDFs are obtained from earlier experiments and are

extrapolated for use at the LHC. See Section 2.1 and reference [28]. They give the

probability of finding a parton with a momentum fraction x in a proton. The inter-

action between two partons, one from each proton, produces the hard scattering of

interest. The matrix element calculations corresponding to the Feynman diagrams

shown in Figure 1.8, are used to generate events within the phase space. Some of the

cross sections used to scale the number of simulation events are taken separately from

the MC generator that produced the events, in order to include higher order effects.
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4.1.2 Parton Showers and Hadronization

The basic hard scattering must be expanded upon as it does not account for

other physical effects before and after the interaction. There are bremsstrahlung-type

initial and final state radiations, both of which are added into the Monte Carlo sim-

ulation. These do not depend heavily on the particular process being simulated, and

more on the momentum transfer scale of the process. As the pT of the showering par-

tons gets smaller, the perturbative QCD calculations become unreliable. Therefore,

approximate models of parton showers, e.g., the event generators sherpa[62], her-

wig[63], pythia [64], are used to form parton showers. Algorithms such as CKKW

[65] and MLM [66] are used to match the matrix element to the parton shower to

avoid over or undercounting jets relative to the original number of partons.

The hadronization is done using phenomenological models as it cannot be de-

scribed from first principles. For example, pythia uses the “Lund string model”

[67, 68] to simulate the fragmentation of hadrons. Quarks are located at the end of

strings that are collections of field lines from the gluons which are much narrower

than electromagnetic fields because the gluon couples to itself (whereas the photon

does not). Strings break for the production of new quark/anti-quark pairs, and the

new quarks can form into mesons with quarks from adjacent strings.

In every event there are other partons from the colliding protons that do not

participate in the hard interaction but cannot be ignored. These are considered to be

the “underlying event”. In MC generators the extra hadron multiplicies and the soft

interactions are simulated based on phenomenological models.

In addition to extra partons within the interacting proton, there are other pro-
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Figure 4.1: A pictorial representation of a collision with the hard interaction and the
resulting fragmentation, hadronization, and decay.

tons in a bunch crossing that may also interact, known as “pile-up”. In an effort to

simulate pile-up in the generated events, minimum-bias events are superimposed on

the samples roughly according to the distribution of multiple proton-proton collisions

observed during the 2010 data taking. For the majority of data taken there were about

2.2 collisions for each triggered bunch crossing.

4.1.3 Monte Carlo Software

Monte Carlo programs can be divided into two types. Some, such as pythia

[64], herwig[63] and sherpa[62], include all the steps in event generation from the

PDF to the final state particles. The hard interaction portion of the cross section

calculation for 2→2 processes is based on perturbative QCD to leading order (LO).
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However, these are not sufficient for a study of W bosons produced with jets. Next-

to-leading order (NLO) calculations and those including multiple final state partons

are necessary for an accurate modeling of the W+jets data. See Figure 1.8, The 2→ n

processes are calculated under some simplifying assumptions. To model the W+Jets

signal, the second type of MC generator is used. This type of generator, such as

MadGraph [35] or AlpGen [69], focuses on the more complex hard matrix elements

and can produce multiple parton final states. These generators are more reliable for

producing events with multiple jets with the correct kinematics and cross sections.

They usually do not include the hadronization step and therefore are often interfaced

with the other, more complete generators to get a full picture of the event.

The simulated signal events in this analysis were generated with MadGraph

[35] interfaced with pythia [64]. MadGraph produces the parton level event—PDF

and hard scattering from a matrix-element calculation—for a W boson and up to four

jets. pythia handles the parton showering and hadronization. For the backgrounds,

MadGraph + pythia is used for Z+jets and top quark samples, while only pythia

is used for the γ+jets and QCD samples. The pythia simulation uses parameters

from the “Z2” tune [70], a modification of the “Z1” tune [71], to better describe

the soft particles from the underlying event and pileup. Simulations of the signal

using only pythia or MadGraph + pythia with the “D6T” tune [72] are employed

for additional comparisons and systematic studies. The parton distribution function

model used for MadGraph is CTEQ5L [73]. The factorization and renormalization

scales are µF = µR = MW .

When possible, the normalization of the MC samples comes from next-to-leading
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order (NLO) or next-to-next-to-leading order (NNLO) [74] calculations using the Fully

Exclusive W and Z Production (FEWZ) program [75] or the Monte Carlo for FeM-

tobarn processes (MCFM) program [76]. MCFM is a specially designed code for

calculating cross sections in hadron-hadron collisions at the femtobarn level. The full

set of Monte Carlo samples, the kinematic cuts, and their cross sections (or MCFM

predicted (N)NLO cross-sections), are given in Table 4.1. All of the samples have

pile-up simulations included which correspond to the latest data taking of the 2010

run [77, 78].

4.2 Detector Simulation

After the basic scattering has been modeled with MC simulations, the resulting

particles are put through a simulation of the detector. The characterization of the

CMS detector is done with GEANT4, a toolkit [79] for the simulation of the inter-

actions of particles in detector matter. It accounts for the behavior of various types

of particles passing through the different types of matter from which the detector is

made. The simulation models the materials, the magnetic fields, and the specific ge-

ometry of the CMS detector. The information of the path and energy of the simulated

particles is output in a form similar to the data acquired from the real detector so

that it can be reconstructed in the CMS software. The Monte Carlo has the original

particle information from the hard scattering stored so that it can be used to calibrate

measured quantities to the generated values [80].
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Generator Process Kinematic cuts σ (pb)

MadGraph (Z2) W → `ν + jets None 31314 NNLO

MadGraph Z → `` + jets Mll > 50 GeV 3048 NNLO

MadGraph tt̄ + jets (tauola) None 157 NLO

MadGraph t(s - chan) None 1.4 NLO

MadGraph t(t - chan) None 20.9 NLO

MadGraph tW None 10.6 NLO

pythia EM enriched QCD 20 < p̂T < 30 GeV 1719150 LO

pythia EM enriched QCD 30 < p̂T < 80 GeV 3498700 LO

pythia EM enriched QCD 80 < p̂T < 170 GeV 134088 LO

pythia BCtoE QCD 20 < p̂T < 30 GeV 108330 LO

pythia BCtoE QCD 30 < p̂T < 80 GeV 138762 LO

pythia BCtoE QCD 80 < p̂T < 170 GeV 9422 LO

pythia γ + jets 15 < p̂T < 30 GeV 171700 LO

pythia γ + jets 30 < p̂T < 50 GeV 16690 LO

pythia γ + jets 50 < p̂T < 80 GeV 2722 LO

Additional W+Jets MCs used for testing unfolding

pythia W → `ν |ηe| < 2.7 8159 LO

MadGraph (D6T) W → `ν + jets None 31314 NNLO

Table 4.1: List of MC signal and background samples
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Chapter 5

Event Reconstruction

After collecting data from the various subsystems of the CMS detector (or simulating

events using Monte Carlo generators and detector simulation), the information must

be synthesized into usable objects. In particular, for W+jets we are interested in

reconstructing the electron and measuring the 6ET due to the neutrino from W decay

and also in reconstructing jets from the associated partons (as described in Chapter 2).

5.1 HLT objects

The high level trigger [55] uses a specialized version of the CMS reconstruction

software to select interesting events during collisions and reduces data to a manage-

able 300 Hz. It has time to process more information than the Level 1, including

“hits” from the tracker. Events are selected using several different HLT “paths”,

seeded by a L1 single electron/photon trigger with an ET threshold of either 5 or

8 GeV (L1 SingleEG5 or L1 SingleEG8) [59]. Starting from the region specified by

the L1 seed, electrons are reconstructed from ECAL energy deposits, including en-

ergy dispersed from bremsstrahlung in the nearby crystals. To distinguish electrons

from photons, two or three pixel hits must be found within ∆φ < 40 mrad when
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extrapolating from the cluster of ECAL hits to the nominal vertex. Finally, full track

reconstruction using the Kalman Filter formalism [81] is performed starting from the

pixel hits. Requirements are put on the ratio of energy to momentum: E/p < 1.5 in

the barrel and E/p < 2.45 in the endcaps [82] since the energy from the calorimeter

and the momentum from the tracker are more likely to be similar for true electrons

than for fake electrons or those from jets. It also removes calorimeter noise spikes.

Additionally, a requirement is made that the fraction of energy in the HCAL relative

to the ECAL be less than 15% in order to reject electrons from jets that are more

likely to leave energy deposits in the HCAL. The ET of the final reconstructed electron

must then be above the threshold designated in the HLT path name, again in order to

remove fake electrons. For the earliest runs, when the electron HLT paths were still

being commissioned, the photon path without track information was used [83].

5.2 Particle Flow Overview

Jets, missing transverse energy (for the neutrino), and electrons are all recon-

structed using the “Particle Flow” (PFlow) algorithm [84]. The algorithm tries to

create a complete event description by collecting information from all of the sub-

detectors (tracker, calorimeters, muon chambers). Clusters of related information are

formed in each of the sub-detectors before being linked to other sub-detectors and

becoming reconstructed particles. Every indication of activity in the detector that is

above a minimum noise threshold is assigned to one of the particles. Particles are

initially formed into the categories of muons, electrons, photons, charged hadrons,

and neutral hadrons. From these elements composite objects, such as jets and missing
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energy (neutrino), are also reconstructed.

5.2.1 Track and Vertex

The reconstruction of both electrons and jets are improved over calorimeter-only

objects through the use of the tracker sub-detector (Section 3.2.2). The high mag-

netic field and large volume of silicon in the tracker allows for separation of photons,

which leave no tracker information, from charged particle deposits, which ionize in

the tracker. Given its excellent resolution, tracking is a key component of the PFlow

algorithm. The tracker adds valuable location, direction, and momentum information.

Tracks are initially seeded with pairs or triplets of track hits in the pixel and

strips. The hits are propagated outward using pattern recognition to find new hits.

All of these hits are then combined to form a full track and are fitted to obtain the

track parameters, such as η and φ locations and pT. Iterations of the algorithm are

performed, after removing hits already assigned to a track, to gather information for

all of the tracks in the event. Tight seeding criteria, such as distance to the beam spot

and ∆z to the HLT primary vertex, are initially used to ensure a low fake-rate. The

cut values are dependent on pT and are relaxed as the number of hits increases. The

seeding criteria are loosened in a second iteration to increase the efficiency to > 90%

for charged hadrons. Further iterations reduce constraints on the vertex to include

particles from photon conversions and interactions in the material of the tracker [81].

5.2.2 Calorimeters

Combining the hadronic information from the HCAL with the higher resolution

deposit in the ECAL allows for a hadron energy resolution of ∼ 10% at 100 GeV.



58

As described in Sections 3.2.3 and 3.2.4, electron and photon energy is deposited

in the electromagnetic calorimeter (ECAL), while hadronic energy is deposited in

both the ECAL and the hadronic calorimeter (HCAL). Calorimeters are useful for

measuring the energy and direction of both neutral and charged particles. They can

also be used with the tracker to separate the neutral from the charged hadrons and are

excellent at identifying electrons. PFlow specific cluster algorithms are used separately

in each sub-detector of the calorimeters (ECAL barrel, ECAL endcap, HCAL barrel,

HCAL endcap, first and second pre-shower (PS) layers). The algorithm begins with

“cluster seeds”, local calorimeter-cell energy maxima above a minimum threshold to

avoid noise. “Topological clusters” are formed by adding more cells, again above a

threshold, near the initial cluster. Cell thresholds are two standard deviations from

the electronics noise level. Each seed eventually becomes a “particle-flow cluster” [85].

5.2.3 Object reconstruction

Particles passing through the CMS detector can leave information in multiple

sub-detectors, and the strength of the PF algorithm is that it combines together all of

the elements into an accurate description of each particle. The “link algorithm” begins

constructing particles from the detector elements while also avoiding possible double

counting of tracker or calorimeter deposits. Distances between all pairs of elements

are quantified for their quality and then the elements are formed into “blocks”. To

link a track to a calorimeter cluster, possibly as part of electron or jet reconstruction,

several steps are used. The last hit in the tracker is extrapolated first to the pre-

shower, then to the ECAL up to the typical electron shower depth, and finally to the

typical hadron shower depth in the HCAL (∼ one interaction length). The track is
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linked to clusters within the extrapolated position. The link distance is then defined

as the distance between the extrapolated track and the cluster. Tangents to the track

are also extrapolated into the ECAL to account for bremsstrahlung from electrons.

Clusters that fall in this tangent are also linked to the track as possible radiated

photons. Links are made between ECAL and HCAL clusters and between the PS and

ECAL when a cluster in the more granular calorimeter falls within a cluster of the

less granular calorimeter. Muons are also included in the linking algorithm, combining

tracker tracks and muon tracks to form a “global muon”.

5.3 Electron Reconstruction

For high energy electrons the particle flow algorithm uses essentially the stan-

dard electron reconstruction algorithm [86]. This is because the algorithm is fully

commissioned and has associated identification variables with good performance for

selecting electrons from W bosons decays (discussed in Chapter 6). The ECAL-driven

algorithm used for high energy electrons starts from an ECAL cluster with ET > 4 GeV

and uses the property that the center-of-mass of the deposits does not depend on the

bremsstrahlung. The hits in the pixels and strips are inferred inward and tracks can

be built from the hits [85]. The electron-like tracks are fit using a Gaussian-Sum

Filter [87] to follow them into the ECAL and which also accounts for kinks in the

trajectory after emitted photons. Because electrons radiate photons as they curve

in the tracker, the associated ECAL cluster needs to be wider in φ to include the

emitted photon energy as part of the original electron energy. All of the energy in a

strip in φ surrounding the local maximum energy is gathered from adjacent clusters

into a “supercluster” [44]. The path in the tracker and the hits in the ECAL are
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Electron track

ECAL deposit
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Figure 5.1: (a) Drawing of an electron passing through the tracker and creating hits
in the ECAL crystals, including a bremsstrahlung photon, γ. (b) Event display in the
x-y plane of an electron with a high momentum track and a large ECAL deposit [88].

shown in Figure 5.1.

There is also a requirement that the ratio between the HCAL and ECAL energy

deposits is smaller than 0.15 to reduce the rate of fake seeds. Loose requirements of

|∆φ| < 0.15 and |∆η| < 0.02, the distance between the supercluster and track in the

φ and η directions, are applied as a preselection, with tighter cuts applied during the

full selection.

The electron momentum is computed as the weighted mean of the supercluster

energy and the track momentum when |E/p− 1| < 2.5 σE/p, where σ is the error on

the track and ECAL measurements. Otherwise, the ECAL information is used. The

track momentum is generally more favored at lower pT, while ECAL ET is preferred
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at higher energies [89].

5.4 Hadron and Photon Reconstruction

With electrons accounted for, jet reconstruction can begin. Tracks for particles

found in jets have tighter quality criteria applied. In particular, the relative uncer-

tainty on the pT must be smaller than the relative calorimetric energy resolution for

charged hadrons. Photons and neutral hadrons are identified by comparing the track

momentum to the energy detected in the calorimeters. (The energy in the calorime-

ters is first calibrated for a reliable comparison.) If several tracks are linked to an

HCAL cluster, their momentum are summed and then compared to the calorimeter

energy. If one track is linked to several HCAL clusters, only the closest cluster is used

for the comparison. Links of tracks to the closest ECAL clusters are also kept, and

the other ECAL clusters linked to a given track are ordered by distance to nearest

track. The link is kept only if the total calorimetric energy is smaller than the total

charged particle momentum. This process ignores links from overlapping photons but

keeps clusters that are from hadronic shower fluctuations. If the calorimeter cluster

energy linked to a track(s) is much larger than the track momentum and the excess is

larger than the calorimeter energy resolution, then a photon and/or neutral hadron is

created. The excess is identified as a photon and neutral hadron if not all of the excess

is in the ECAL. If the excess is covered by the ECAL energy alone, the excess only

gives rise to a photon (which makes up a much larger percentage of jet energy). Any

calorimeter clusters not linked to a track, or for which the link was not kept, are used

as photons and neutral hadrons, respectively. Remaining tracks in a block are used

for charged hadrons with the momentum and energy taken directly from the track
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momenta. The momenta are redefined using a fit to the corresponding calorimeter

energy. This process is most useful when track information has a lower resolution,

such as at very high energies or large η (maximum η for the tracker is 2.5).

5.5 Jet Reconstruction

Partons from a hard interaction split into many other particles as they leave the

interaction point and pass through the detector, as explained in Section 1.3. Con-

structing the many individual particles, presumably originating from a single parton,

into entities known as “jets” allows for easier analysis and comparison to theory. Jets

used here are reconstructed from particle flow objects, described above, rather than

from detector elements (as in most other algorithms). By using pre-identified detector

particles, reconstructed jets more closely resemble jets reconstructed from MC-truth

particles. Roughly 90% of the jet energy can be reconstructed with precision while

10% is affected by the poor HCAL resolution and calibration corrections. Only jets

within the acceptance of the tracker |η| < 2.4 are kept in order to make full use of

the PFlow algorithm. Jets are created by means of a clustering algorithm known as

“anti-kT” [90] which is infrared and collinear (IRC) safe. QCD calculations at the

parton level have divergences, such as when a parton emits a soft gluon, or a parton

divides into two collinear partons, or a parton is emitted such that is carries away only

longitudinal momentum. A jet algorithm is infrared safe if the jet reconstruction does

not change with the presence of infinitely soft particles. The algorithm is collinear

safe if it automatically recombines partons that divide into collinear partons [91]. The

IRC safe property indicates that the jets can be compared to theoretical computations

of any perturbative order.
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The anti-kT algorithm clusters particles into jets according to proximity in both

momentum space and physical distance. It starts with the hardest momentum particle

and first clusters it with “nearby” particles that have smaller relative momentum. Dis-

tances dij between two entities (either particles or pseudojets), i and j, are calculated,

along with the distance diB between a particle i and the beam, B. The two distances

are compared and if di,B is smaller, the entity i is declared a jet and is removed from

the list of entities. If dij is smaller, i and j are combined into a pseudojet, weighting

the combined position by the momenta. The procedure is repeated until all entities

have been removed. The distances are defined

dij = min(k2p
t,i , k

2p
t,j)

∆2
ij

R2
(5.1a)

diB = k2p
t,i (5.1b)

where ∆ij = (∆y2
ij + ∆φ2

ij) and k2p
t,i , yi, and φi are the transverse momentum, rapidity

and azimuth of particle i. R is the radius of the cone and p is a parameter added

concerning the relative power of the energy vs spatial scales. A p value of 1 gives the

inclusive “kT” algorithm and p = 0 gives the “Cambridge/Aachen” algorithm [90]. In

the anti-kT algorithm p is set to -1, meaning that it starts with higher pT particles

and adds to it the softer particles.

The effect of this algorithm is that softer momentum particles tend to cluster with

harder ones before clustering with other soft particles. A hard particle with no nearby

neighbors will have all the soft particles within R added to it resulting in a conical

jet. If another hard particle is between R < ∆ij < 2R, the two hard particles will

split the surrounding softer particles, weighted according to their relative transverse

momenta, resulting in only partly conical jets. Two hard particles within ∆ij < R
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Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,

4

Figure 5.2: The results of applying the anti-kT algorithm to a generated parton-level
event with additional soft radiation. The colored areas indicate the areas defined by
each jet. Harder jets take up a larger portion of the surrounding area than nearby
softer jets [90].

will combine into one jet, the center weighted by their relative momenta to the harder

particle and the shape formed from the union of the two cones around the particles

plus the cone around the final jet. One strength of this reconstruction method is that

softer particles do not modify the shape of the jet, but it is still flexible for harder

radiation. An example of the anti-kT algorithm applied to a parton-level event with

added soft radiation is shown in Figure 5.2. The jets used in this analysis have a cone

size R of 0.5.

The anti-kT algorithm is less susceptible to underlying event (UE) and pile-

up events than other clustering algorithms. The UE and pile-up can add to the

energy of each jet as well as change the distribution of particles among the jets.

The suppression of additional energy on the anti-kT algorithm is proportional to the
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jet pT and has a only small effect on reasonably high energy jets. This suppression

leads to less smearing of the jet momenta. Smearing eventually needs to be corrected

before comparing reconstructed jets to generator level jets. The anti-kT algorithm

takes noticeably more time to compute than similar algorithms, N2/3 vs N ln N ,

where N is the number of iterations. Because computing resources are finite, special

FastJet [92, 93] calculations are used to maintain a clustering that is as rapid as other

algorithms such as kT and iterative cone, and can remove pile-up energy efficiently.

Energy scale corrections are necessary to adjust for the non-uniform and non-

linear response of the calorimeters, electronics noise, and pile-up interactions. The

corrections attempt to adjust the energy scale of the measured and reconstructed jets

closer to the original particle jet energies. The corrections are done in steps. The

offset correction (level 1, L1) attempts to reduce extra energy from noise and pile-up

events. The relative corrections (level 2, L2) rectify the variations in η relative to a

central reference region. The absolute correction (level 3, L3) removes variations in

pT. The full sequence is

ECorrected = (EUncorrected − Eoffset)× CRel(η, p′′T)× CAbs(p′T) (5.2)

where p′′T is the transverse momentum of the jet corrected for offset and p′T = p′′T ×

CRel(η, p
′′
T) is the transverse momentum of the jet corrected for offset and pseudora-

pidity dependence [94].

The correction factors are obtained using MC truth information or using data

driven techniques for in-situ calibration from known processes. MC corrections are

useful until a sufficiently large data sample is available for in-situ jet calibration.

Energy scale corrections on the order of 5% in the barrel and 10% in the endcaps were
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applied for PFlow jets [95].

Electrons included in the list of jets are “cleaned” of the electrons from the W

decay as the electrons are considered separately. The cleaning is done with a simple

∆R comparison of the electron position with respect to each jet. If ∆R < 0.5, then

the “jet” is really an electron and not included in the jet counting or kinematics.

5.5.1 B jets tagging

Identification of jets as coming from b-quarks is important when dealing with the

irreducible top background. In tt̄ production one top may decay to W → eν + b jet

while the other top decays to W → jj + b jet, leading to 4 jets, two of which are

from b-quarks. Hadrons composed of b-quarks travel a measurable distance before

decaying into lighter particles and this algorithm exploits their long lifetime. A jet is

identified as a b-jet if at least N of its tracks are within a significance, S, of the impact

parameter exceeding S = IP/σIP . The impact parameter (IP) is the distance between

the track and the vertex at the point of closest approach. Because the uncertainty,

σIP , for this quantity varies with the number of measurements along the track, the

significance is the preferred discriminator [96]. The tagging algorithm returns the

numerical discriminator S for the Nth track on which a cut may be applied. For high

efficiency we have chosen to use N=2 tracks so that the discriminator S is known as

“track counting high efficiency” (TCHE). Performance of the algorithm for various

cuts on S has been studied and a mis-tag rate and tag-rate are established for a

given S for jets above a pT threshold [97]. These rates are included in the probability

distribution function used to distinguish W+jets from top events in Section 7.2.1.
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5.6 Missing Transverse Energy and MT Construction

Neutrinos—colorless, neutral, and nearly massless—interact so seldom that they

pass through the detector without registering their presence in any of the subsystems.

The only way to detect their contribution to an interaction is to add up the energy in

the plane transverse to the beam direction. Any energy that does not add up to zero

(the initial transverse energy of the p-p collision) is attributed to the neutrino. Because

only the transverse energy can be accounted for, longitudinal information is lost for

the neutrino. In the PFlow algorithm [84] used here, the missing energy is designated

as the opposite of the sum of the transverse momentum of all of the reconstructed

particles. The missing transverse energy, or 6ET , is sensitive to the underlying event

and calorimeter noise. The resolution of the 6ET is lower than that of the electron, but

the use of calorimeter noise cleaning and the PFlow algorithm improves the resolution

as much as possible. The PFlow based 6ET reconstructs about twice as much of the

true 6ET as the calorimeter-based 6ET calculations [98].

Because some information is lost from the neutrino, it is not possible to fully

reconstruct the mass of the W boson. Instead we use the transverse mass defined in

Equation 5.3, which only requires knowledge of the transverse information from the

two decay particles.

MT =
√

2× 6ET × PT (e)(1− cos(θ)) (5.3)

where cos(θ) is the angle between the electron and the missing transverse energy. MT

is used, along with nb−taggedjet , in the fitting method to determine the number of signal

events, described in Section 7.2.1. It does an excellent job at discriminating between

signal, with large 6ET from the neutrino, and QCD, with very little natural 6ET .
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Chapter 6

Event Selection

After the reconstruction of the physics objects, it is necessary to apply a selection in

both online and offline settings. By selecting certain criteria, events are reduced to

those potentially interesting for a W+jets study, while preserving control samples for

estimating backgrounds. The background processes that are considered, and that the

selection attempts to reduce, are outlined below.

• QCD multi-jet: The largest background, but also the most susceptible to se-

lection cuts, as the reconstructed “electrons” in this sample tend to have low

energy or are fakes. Monte Carlo simulations are not reliable for QCD and thus

the shape and yield are estimated using data driven techniques.

• Photon+jets: Some background comes from pp → γ + jets processes when

photons convert to electrons in the detector material.

• Z+jets: If one of the two electrons from the Z decay is not reconstructed or

outside the fiducial region, then Z+jets events can resemble W+jets. This back-

ground is small, especially after rejecting di-electrons, because of the smaller

cross section.
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• W → τν+jets: Small background, mostly from the τ decaying to an electron

and neutrino. The electrons from τs tend to be less energetic than electrons

directly from the W boson.

• Top quark: Includes tt̄ and single top processes. Only becomes significant at 2

or more jets.

The data sample is selected from events collected during the 2010 LHC running

period and corresponds to a luminosity of 36.1 ± 1.4 pb−1 [99]. Only runs with good

beam and detector conditions were considered. All subsystems, including the trigger,

need to be operational during the run and performing according to specifications. The

detector control system (DCS) must display a state ready for running and the data

quality monitoring (DQM) must indicate that online checks match expectations.

Events must first be selected during data taking using a trigger in hardware

and then in speed-optimized software, where processing can keep up with the rate of

collisions. Only about 0.00025% of collisions can be written to disk with the trigger

filtering out all but the most promising. At CMS, the online selection is done in two

stages, first with the Level-1 Trigger (L1, hardware) and then with the High Level

Trigger (HLT, software), both described in Section 3.2.6 and Chapter 5.

For this analysis, the L1 trigger is set to select on a single electromagnetic object

with pT of at least 8 GeV. This corresponds to the L1 SingleEG8 path, although the

L1 SingleEG5 path (pT > 5GeV) was used in the earliest runs (run number ≤ 137028).

The L1 simply selects on the presence of at least one electromagnetic object, based

on ECAL trigger towers, above the chosen ET threshold.
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As luminosity increased, the HLT selection needed to be tightened to keep the

data taking rate at a manageable level. Initially the pT threshold increased from

10 GeV to 15 GeV, and then, for the majority of the 2010 run, to 17 GeV. The full

list of HLT paths and run ranges are given in Table 6.1. Note that starting from run

141956 some identification and isolation selection is included in the HLT to keep the

rate at a reasonable level. Table 6.2 gives the identification and/or isolation selection

for the relevant paths. Section 6.1 explains these selection variables. They are all

equally or less restrictive as the offline selection. The efficiency of the HLT relative to

offline reconstructed electrons above the pT threshold is nearly 100%.

Run Range Trigger Name

136033 - 137028 HLT Photon10 L1R

138564 - 140401 HLT Photon15 Cleaned L1R

141956 - 144114 HLT Ele15 SW CaloEleId L1R

146428 - 147116 HLT Ele17 SW CaloEleId L1R

147196 - 148058 HLT Ele17 SW TightEleId L1R v1

148822 - 149063 HLT Ele17 SW TighterEleIdIsol L1R v2

149181 - 149442 HLT Ele17 SW TighterEleIdIsol L1R v3

Table 6.1: HLT paths used by run range

HLT type H/E δηin δφin σiηiη IsoEcal/pT IsoHcal/pT IsoTrack/pT
CaloEleId 0.15 - - 0.014 (0.035) - - -

TightEleId 0.15 0.01 (0.01) 0.08 (0.08) 0.012 (0.032) - - -

TigherEleIdIsol 0.05 0.008 (0.007) 0.1 (0.1) 0.011 (0.031) 0.125 (0.075) 0.05 0.15 (0.1)

Table 6.2: HLT selection by path type. Selection for barrel (endcap, if different).

After events are selected online using the trigger, the raw data is written to

permanent storage and then fully reconstructed, as is described in Chapter 5. At this
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point, more detailed selection may be applied to obtain a cleaner sample dominated

by events of interest.

6.1 Electron Selection

Electrons from W boson decay have a signature distinct from most other common

processes, especially from the largest background, QCD. The following criteria were

applied offline to reduce backgrounds, principally targeting fake electrons and electrons

inside jets. The variables below were chosen for their power in distinguishing signal

from background processes. This analysis uses a simple cut-based approach to event

selection similar to that used for the inclusive W/Z analysis in CMS [100]. The cut-

based approach is transparent, quick, and allows the inversion of cuts to obtain a

background rich sample (needed for fitting parameters).

Starting from 15,041,836 events passing the HLT, the first requirement for the

electron is to match it to the HLT triggering object within ∆R < 0.1. This requirement

makes it possible to correct for the HLT efficiency using the tag and probe method

(Section 6.4). Requiring a reconstructed electron that matches to an HLT object leaves

10,321,965 data events. The next requirement is that the electrons are within the

acceptance of the detector, leaving 6,823,434 events. This basic requirement ensures

that only electrons detectable by CMS, in terms of momentum and position, are

considered in both data and Monte Carlo. Acceptance is defined as follows.

• Electrons must be in the fiducial volume of the detector: the pseudorapidity,

η, must be |η| < 2.5, while excluding the gap between the barrel and endcap,

1.444 < |η| < 1.56.
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• The highest transverse momentum electron (i.e., leading electron) must have

pT ≥ 20 GeV. The W boson produces an energetic electron while the electrons

from most background processes are much less energetic. A cut at 20 GeV is

high enough to avoid any inefficiencies in the HLT, and low enough to maintain

a high signal efficiency.

The electron selection is divided into three steps, identification (ID), isolation, and

conversion rejection. The cut values were chosen to maximize background rejection

while maintaining a predefined acceptable efficiency loss of about 80% for the inclusive

W signal. An iterative method was used; the algorithm starts from loose cuts and

chooses a target signal to background ratio (S/B). All of the cuts (ID, conversion, and

isolation) are examined to determine what value for each cut achieves the target S/B

with the least efficiency loss. The cut list is updated with the new number, and the

process is repeated until the full set of cuts is determined. The algorithm provides

a set of points in S/B versus efficiency space such that a point can be chosen with

the desired efficiency (e.g., 80%). One can then apply the corresponding set of cuts.

Because of the differences in the behavior of electrons in the ECAL barrel and endcap

regions, a different set of cuts is used for each.

There are several electron ID variables that have been found to be most powerful

in distinguishing between true electrons and those which are fake or part of a jet [59].

• The shape variable, σiηiη, is a measure of the width of the electromagnetic cluster

in the η direction. It is measured in units of crystals in a 5x5 block centered

on the super-cluster seed crystal. This quantity should be small because elec-

tromagnetic showers from a single electron have little spread in the η direction.
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(Spread in φ is expected from bremsstrahlung.) We require σiηiη < 0.01 (0.03)

in the barrel (endcap).

• The track to cluster matching variables, ∆φin and ∆ηin, compare electron lo-

cation according to GSF track information at the vertex to the location of the

associated supercluster. ∆φin (∆ηin) measures the spread in the φ (η) direction

between the two. For true electrons, this number is small, although some width is

expected for electrons that radiate in the tracker. We require ∆φin < 0.06 (0.03)

in the barrel (endcap) and ∆ηin < 0.004 (0.007) in the barrel (endcap).

• The measure of hadronic activity, H/E, determines how much energy of a re-

constructed particle reaches the hadronic calorimeter. The ECAL crystals are

designed such that true electrons deposit almost all of their energy before reach-

ing the HCAL, so the ratio H/E is small for true electrons. H is the energy in

the HCAL towers in a cone of ∆R < 0.15 around the electron position, and E is

the energy of the electron super-cluster. We require H/E < 0.04 (0.025) in the

barrel (endcap).

These electron identification variables are found in Figures 6.1 and 6.2. They are

shown with all selection cuts applied except for the cut on the variable plotted. There

is excellent agreement between the Monte Carlo and the data, although the QCD MC

cross section is consistently underestimated. Some differences in the HLT paths that

are available for data and MC, with data HLT paths being tighter, lead to divergences

at the tails of the σiηiη and H/E distributions. Figures 6.3 (barrel) and 6.4 (endcap),

with the cut locations indicated, show that the cuts are placed to balance efficiency

and significance, S/
√
S +B. After the ID cuts there are 1,205,840 remaining data
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events.

One of the most critical requirements for electrons from W decays is that they

be isolated from other activity in the event. Events where the leading electrons are

found in jets are removed at this stage, such that there is a reduction in the number of

QCD events by a factor of three, even after ID cuts have already been applied. Three

types of isolation—track, ECAL, and HCAL—are applied and outlined below. All are

taken relative to the electron pT for each event [59].

• Track Isolation is the sum of the pT of tracks with pT > 0.7 GeV, each within an

annulus of 0.04 < ∆R < 0.3 centered around the track direction at the vertex.

We require Itrk/ET < 0.09 (0.04) in the barrel (endcap).

• ECAL Isolation is the sum of the ECAL reconstructed hits (RecHits) within a

cone of ∆R = 0.3 centered around the ECAL supercluster position. The electron

energy itself is excluded from the sum by an inner veto cone of three crystals and

a strip of three crystals width in η. Only RecHits above a minimum threshold of

energy > 0.08 GeV in the barrel, or ET > 0.1 GeV in the endcap, are included

in the sum. We require IECAL/ET < 0.07 (0.05) in the barrel (endcap).

• HCAL Isolation is the sum of the HCAL calo towers within an annulus of

0.15 < ∆R < 0.3 centered around the HCAL supercluster position. We require

IHCAL/ET < 0.10 (0.025) in the barrel (endcap).

Plots of the individual isolation variables, relative to pT, are shown in Figure 6.5.

They are shown in log scale with all selection cuts applied except for the cut on the

variable plotted. There is excellent agreement between the Monte Carlo and the data,
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Figure 6.1: Luminosity normalized ID variables in MadGraph and pythia MC along
with data for barrel electrons. Shaded area is the rejected events.
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Figure 6.2: Luminosity normalized ID variables in MadGraph and pythia MC
compared to data for endcap electrons. Shaded area is the rejected events.
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MadGraph and pythia MC.
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√
S +B for endcap electrons according to

MadGraph and pythia MC.
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Figure 6.5: Luminosity normalized isolation variables in MadGraph and pythia
MC along with data for electrons, all relative to pT. Top plots for electrons in the
barrel, bottom plots for electrons in the endcap. Shaded area is the rejected events.

except at the higher values where the effect of the different HLT paths in data and MC

is evident. The efficiencies and significances, Figure 6.6, show that the cuts are placed

to maintain efficiency without sacrificing too much significance. After the isolation

cuts there are 514,511 remaining data events.

Photons converting to electrons are rejected through two requirements, the num-

ber of missing tracker hits, and ∆cot(θ) and Dist. We require no missing track hits

between the vertex and the first measured hit of the reconstructed electron track.

Track hits from electrons start at the very first tracker layers, while photons will

not register hits until they have converted to electrons, often passing through several

tracker layers first. Electrons from conversion will have a “partner” track of opposite
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Figure 6.6: Isolation selection efficiency and S/
√
S +B for electrons according to

MadGraph and pythia MC.

sign. ∆cot(θ) refers to the difference in polar angle between the electron track and

a nearby partner track. Dist refers to the distance of closest approach to a partner

track. The distance variables are taken together and must both be less than 0.02 for

an electron to be rejected as a converted photon [101]. These conversion variables

are found plotted in Figure 6.7. They are shown with all cuts applied except for the

cut on the variable plotted. There is a discrepancy between the data and MC that is

explained by scaling of the QCD, which is not expected to be correct as this stage.

The efficiency and significance of the distance cuts are shown in Figure 6.8, although

since they are both taken together, the efficiency is actually higher than indicated.

After the conversion rejection there are 328,701 remaining data events.

A table listing these ID, conversion, and isolation variables and the cut values

used, collectively called “Working Point 80 (WP80)”, is given in Table 6.3. Figure 6.9

presents the electron pT and η after the full selection has been applied. The plots
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Figure 6.7: Luminosity normalized conversion rejection variables, ∆cot(θ) (a), Dist
(b), and Missing inner hits (c) in MadGraph and pythia MC along with data.
Shaded area is the rejected events.
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Figure 6.8: Efficiency and S/
√
S +B for ∆cot(θ) (a) and Dist (b) according to Mad-

Graph and pythia MC.

show clearly that the QCD MC cross section is underestimated. The lower (log) plots

show better agreement after applying an additional requirement of MT > 50 GeV to

enhance signal.

6.2 6ET and Jet Selection

While no explicit cut is made on the 6ET in this analysis, it is still important to

verify that the MCs used in this analysis match the data for this variable, because

it is one of the two decay products of the W boson and is used when calculating

the transverse mass of the W boson (which is used in signal extraction fits). This

analysis uses “Particle Flow” (PFlow) 6ET exclusively, as was described in Section

5.6. Figure 6.10 shows the 6ET separated by the inclusive number of jets in the event

after full selection has been applied. The agreement of the shape is good, although

the pythia QCD MC underestimates the number of QCD events in the data. The

roughly 10% uncertainty in the 6ET resolution is included as the uncertainty of the MT
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Figure 6.9: Electron pT (a) and η (b) of data and luminosity normalized MC for ≥
0 jets. Lower plots (log scale) show pT (c) and η (d) with MT > 50 GeV to enhance
signal.
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Barrel Endcap

Itrk/ET 0.09 0.04

IECAL/ET 0.07 0.05

IHCAL/ET 0.10 0.025

σiηiη 0.01 0.03

∆φin 0.06 0.03

∆ηin 0.004 0.007

H/E 0.04 0.025

Missing hits ≤ 0 0

∆cot(θ) > 0.02 > 0.02

Dist > 0.02 > 0.02

Table 6.3: WP80 selection cuts for electrons. All variables must be less than the value
indicated except for the conversion rejection variables.

selection.

Jets from PFlow reconstruction are selected using ET > 30 GeV. The 30 GeV ET

cut has the disadvantage of low statistics at higher jet multiplicities but the advantages

of avoiding jets from the underlying event and needing only small pile-up corrections.

To take full advantage of the PFlow algorithm, jets are restricted to |η| < 2.4, where

tracker information is available. Jets also have a loose ID applied to clean up stray

noise and assure quality jets [102]. These cuts are listed in Table 6.4.

PFlow Jet ID variable Selection

chargedEmEnergyFraction < 0.99

neutralHadronEnergyFraction < 0.99

neutralEmEnergyFraction < 0.99

chargedHadronEnergyFraction > 0

chargedMultiplicity > 0

Table 6.4: Loose jet ID variables and cuts.

Since electrons are included in the list of reconstructed jets, care is also taken to
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separate the electrons from the jets so that they are treated as distinct objects. The

fully selected electron is removed from the jet candidate collection by rejecting any jet

candidate within ∆R = 0.5 of the electron candidate. Plots of the leading jet ET and

η spectrums comparing data and MC are shown in Figures 6.11 and 6.12. A further

selection of MT > 50 GeV has been added to focus on the signal. The shape of the

jet ET and η spectrums are well modeled by the W+jets MadGraph Monte Carlo,

although it tends to underestimate the cross sections for greater jet multiplicities.

6.3 Full Selection

In addition to the selection of electrons and definition of jets, three event cuts

are made. To reduce the Z → e+e− background, events are rejected if there is a second

electron in the acceptance that forms an invariant mass with the first electron that is

comparable to the Z mass (60 < mee < 120). Any events with a reconstructed muon

of pT > 15 GeV are discarded. In order to have a reasonable, data-driven fit, a cut on

the W boson transverse mass is made. Signal extraction is done only with events of

MT > 20 GeV. After all of the selection cuts there are 219,815 remaining data events.

The effect on the number of remaining events for the full selection chain on data and

MC is given in Table 6.5. The final W event yields, separated by number of jets, are

shown in Table 6.6.

6.4 Selection Efficiency

The selection efficiency must be measured to convert final event yields into use-

able cross sections. The yields are divided by the efficiency to return to the origi-

nal number of events produced within the acceptance. A data driven method has
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Figure 6.10: Luminosity normalized distribution of Missing ET in data compared to
MadGraph and pythia MC, by inclusive number of jets.
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Figure 6.11: Luminosity normalized distribution of jet ET compared to MadGraph
and pythia MC, cut on 30 GeV for PFlow Jets and WmT > 50 GeV, by inclusive
number of jets.
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Figure 6.12: Luminosity normalized distribution of jet η in data compared to Mad-
Graph and pythia MC, cut on 30 GeV for PFlow Jets and WmT > 50 GeV, by
inclusive number of jets.
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been used in conjunction with MC to avoid relying too heavily on MC. “Tag and

probe” (T&P) [103] is a data driven method that relies on a relatively background

free sample of electrons. The sample has two electrons that must form an invariant

mass between 60 and 120 GeV, thus creating a reasonably pure Z/γ* + jets data

sample. One electron is treated as the “tag”, satisfying all selection requirements and

matched to the HLT triggered object. This requirement further reduces background

processes. The other electron is treated as the “probe”, selected with the variable be-

ing measured. The sample is divided into two subsamples depending on whether the

probe passes or fails the desired selection criteria. Fits are performed on the invariant

mass of the passing and failing samples, and the efficiency is determined from the

level of signal in the pass versus fail subsamples. The tag and probe measurement is

divided into three components: reconstruction efficiency, identification and isolation

efficiency, and trigger efficiency.

The reconstruction efficiency, εreco, is the efficiency to fully reconstruct an elec-

tron. In this case, the probes are ECAL superclusters within the detector acceptance,

defined above. Those that are matched within ∆R < 0.3 to a reconstructed elec-

tron are considered passing probes, while the unmatched superclusters are failing

probes. In terms of the number of events in the ECAL acceptance, NECALacceptance

and the number of events reconstructed, Nreconstructed, the reconstruction efficiency is

εreco = Nreconstructed/NECALacceptance. The ID and isolation efficiency, εWP80, is the effi-

ciency of the full working point selection. The probes are reconstructed electrons in the

acceptance (those passing the previous step), and the passing probes in this step are

those which pass the WP80 selection, defined above. In terms of the number of events
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passing WP80, NWP80, the ID and isolation efficiency is εWP80 = NWP80/Nreconstructed.

The trigger efficiency, εtrig, is the efficiency of triggering on the electron. The probes are

electrons passing WP80. Passing probes are those electrons matched within ∆R < 0.1

to an HLT trigger object from the paths listed in Table 6.1. In terms of the number

of events passing the trigger, Ntriggered, the trigger efficiency is εtrig = Ntriggered/NWP80.

All efficiencies are calculated as a function of the number of jets in the event,

with either a 15 or 30 GeV cut on the jet ET. The isolation selection efficiency, in

particular, is dependent on the number jets in the events. The fits to the invariant mass

at the various selection stages are done using a Breigt-Wigner (BW) [104] convolved

with a Crystal Ball (CB) [105, 106] function, separately for the passing and failing

probes. The small remaining background is modeled with an exponential function.

The signal line shape width parameters for events with ≥ 2 jets are taken from the 1-

jet case, as the higher jet multiplicities are statistically limited. An example of the fits

can be seen in Figure 6.13. A systematic estimate of the uncertainty for T&P comes

from performing the same steps, but fitting the distributions with a Cruijff function

instead (details on the Cruijff function, a modified gaussian, are given in Section 7.2,

on signal extraction). The average of the two results is taken as the T&P central

efficiency value, and the difference is the systematic uncertainty. Tag and Probe is

also run on a Z+jets Monte Carlo sample, but instead of fitting, the passing and failing

probes are simply counted. Each of the three tag and probe steps are combined for a

total tag and probe efficiency εT&P:

εT&P = εreco × εWP80 × εtrig = Nreco,WP80, trigger/NECALacceptance (6.1)

The tag and probe procedure has been performed on both data and Monte Carlo
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n jets W+jets W (other) Z+jets top QCD γ+jets Data

≥ 0 156129 ± 108 6323 ± 21 6308 ± 11 559 ± 1 44838 ± 281 9176 ± 188 219815 ± 468

≥ 1 18105 ± 36 862 ± 8 1970 ± 6 546 ± 1 16681 ± 170 2242 ± 52 40127 ± 200

≥ 2 3029 ± 15 157 ± 3 357 ± 2 471 ± 1 2865 ± 66 138 ± 6 7202 ± 84

≥ 3 458 ± 5 25 ± 1 68 ± 1 327 ± 1 467 ± 24 10 ± 1 1401 ± 37

≥ 4 75 ± 2 3 ± 0 11 ± 0 148 ± 0 68 ± 8 0 ± 0 310 ± 17

Table 6.6: Breakdown of events for the different jet multiplicities of signal and back-
ground events after the full W+jets selection is applied. Top means the sum of ttbar
and single top t-channel, s-channel and tW-channel. The considered QCD is in the
range 20 < pT < 170 GeV/c. MC event counts are normalized to 36 pb−1. Particle
Flow jets with ET > 30 GeV are considered for the counting.
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Figure 6.13: Example tag and probe fit results for WP80 selection. The dielectron
mass distributions require one tag electron and a second electron with pT > 20 GeV,
for events with 1 jet of ET > 15 GeV. “Passing probes” pass the WP80 selection.
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and the efficiency results for each step (using the BW+CB fit functions) are shown

in Table 6.7. Because of insufficient statistics for the the tag and probe efficiencies, a

looser jet ET cut of 15 GeV is used. Studies have shown that the n-jet dependence

for efficiency does not dramatically differ between thresholds of 15 and 30 GeV so the

T&P results may be safely combined with Monte Carlo results using a 30 GeV jet

ET threshold. The data and MC T&P results from the Z+jets sample are used as a

correction factor to the efficiencies calculated from the W+jets Monte Carlo. The MC

efficiencies, εMC, are determined from the number of W+jets events passing the full

selection, including the non-electron specific cuts such as MT, relative to the number of

events with a generated electron in the acceptance: εMC = Nfull selection/Ngen acceptance.

The tag and probe and Monte Carlo results are combined as follows:

εtot =
εT&Pdata

εT&PMC

× εMC (6.2)

By using a ratio of data versus MC T&P results as a scale factor to the W+jets MC

efficiency, some of the systematic errors in the T&P calculation cancel out.

The T&P correction factors, the MC efficiency, and the final efficiencies used to

correct the signal yields are given in Table 6.8. The tag and probe and full Monte

Carlo efficiencies are shown in Figure 6.14. No acceptance corrections are made in this

analysis; only the selection efficiency relative to the acceptance is calculated and cor-

rected for. The acceptance cuts necessarily rely on a specific Monte Carlo, limiting the

usefulness of the result one theoretical prediction. Correcting for acceptance also in-

troduces theoretical uncertainties depending on the parameters used in the simulation,

such as the renormalization scale and the choice of parton distribution function. All

of the results in this paper are given within the acceptance, i.e., electron pT > 20 GeV
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and η < 2.5 (excluding the gap region), and compared to MC simulations with the

same acceptance requirements on the generated electrons.

0 jets 1 jet 2 jets 3 jets ≥ 4 jets

Tag and Probe on Monte Carlo

εreco 0.954± 0.000 0.960± 0.000 0.962± 0.000 0.962± 0.001 0.965± 0.002

εWP80 0.823± 0.000 0.817± 0.001 0.809± 0.001 0.802± 0.002 0.792± 0.004

εtrig 0.933± 0.000 0.935± 0.000 0.936± 0.001 0.934± 0.001 0.940± 0.003

εT&P 0.732± 0.000 0.733± 0.001 0.729± 0.001 0.720± 0.002 0.719± 0.004

Tag and Probe on Data

εreco 0.966± 0.002 0.960± 0.004 0.965± 0.008 0.96± 0.02 0.95± 0.03

εWP80 0.805± 0.003 0.789± 0.006 0.77± 0.01 0.79± 0.03 0.72± 0.05

εtrig 0.975± 0.001 0.978± 0.002 0.985± 0.004 0.98± 0.009 1.0± 0.006

εT&P 0.753± 0.003 0.743± 0.007 0.722± 0.011 0.735± 0.033 0.693± 0.053

Systematics ± 0.004 ± 0.002 ± 0.006 ± 0.010 ± 0.019

Table 6.7: Reconstruction, working point selection, and trigger efficiencies by jet
multiplicity (requiring jet pT > 15 GeV). The total data efficiency is the averaged
efficiency from the two fitting strategies.

0 jets 1 jet 2 jets 3 jets ≥ 4 jets

εMC 0.694± 0.000 0.646± 0.001 0.595± 0.002 0.540± 0.005 0.486± 0.010

T&P scale factor 1.03 ± 0.005 1.01 ± 0.009 0.990 ± 0.016 1.02 ± 0.046 0.976 ± 0.075

εtot 0.713± 0.003 0.655± 0.006 0.589± 0.010 0.551± 0.026 0.474± 0.039

Table 6.8: Final electron efficiencies used to correct the signal yields. MC counting,
using a 30 GeV jet threshold, is scaled by the tag and probe results (using 15 GeV jet
threshold). The errors given are statistical; the systematic errors are the same as for
tag and probe only.
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Figure 6.14: Tag and probe efficiency results for data and MC, and the full Monte
Carlo selections efficiencies by number of jets.
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Chapter 7

Analysis Method

In order to compare a final cross section measurement of W+jets to Monte Carlo,

several more steps must take place. The cross section, within the acceptance, for

W + n jets is calculated from data using the equation

σ(W + n jets) =
NW · U
εtot · L

(7.1)

where NW is the number of signal events extracted, U is the unfolding factor, ε is the

selection efficiency, and L is the integrated luminosity. These values are determined

for each n-jet bin exclusively (e.g., exactly 1 jet). The final results are then summed

to obtain the inclusive (e.g., ≥ 1 jet) cross sections. The efficiency, ε, was discussed

in Section 6.4. The integrated luminosity of 36.1 pb−1 ± 1.4 is provided by the LHC

group.

One remaining element needed is the number of selected events that are signal

events, NW . The signal is extracted through a fitting method described in Section 7.2.

Finally, the unfolding factor, U , is determined when unfolding the cross section by

jet multiplicity, covered in Section 7.3. Instead of a determination of the absolute

cross section, we will focus on the ratio of cross sections, σ(W+ ≥ n jets)/σ(W )
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and σ(W+ ≥ n jets)/σ(W+ ≥ (n − 1) jets). By taking the ratio, many systematic

uncertainties cancel. This procedure follows closely the CMS V+jets analysis [107].

7.1 Comparison of Data and Monte Carlo

After selection it is important to verify that the data and Monte Carlo distribu-

tions are similar in order to reduce systematic uncertainties in the calculation of MC

corrections. The MadGraph MC sample chosen for the W+jets signal models the

data well, although it tends to underestimate the data slightly when using the NNLO

cross section. The QCD MC sample scale is unreliable is determined by a fit to the

MT distribution, as discussed in section 7.2.1. Figure 7.1 shows the MT distributions

for the W boson, separated by the number of jets (using inclusive counting). The

agreement with the MT shape is good, although the overall normalization needs to be

determined by the signal extraction procedure. The plots shown below, Figures 7.1

and 7.3, will be repeated after scaling the MC based on fit results for both signal and

background. The distributions in Figures 7.2 and 7.3, showing the rapidity and pT of

the W, have an additional requirement of MT > 50 to remove more background and

enhance the signal.

Based on the requirement of jet ET > 30 GeV, total event counts are binned

by the inclusive number of jets and plotted in Figure 7.4. After placing the MT

cut of > 50 GeV, the signal MC shows good agreement with the data but slightly

underestimates it for the higher jet multiplicities. Further background studies need

to be done to get an accurate measurement of the number of signal events, and thus

cross-section, by jet multiplicity. These studies are covered in the following sections.
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Figure 7.1: W mT comparison between data and luminosity normalized MadGraph
+pythia Z2 MC, for ≥ 1 (a), 2 (b), 3 (c), 4 (d) PF jets (ET > 30 GeV), after full
event selection.
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Figure 7.2: W rapidity comparison between data and luminosity normalized Mad-
Graph +pythia Z2 MC, for ≥ 1 (a), 2 (b), 3 (c), 4 (d) PF jets (ET > 30 GeV), after
full event selection and an extra cut of MT > 50 GeV for the W candidate.
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Figure 7.3: W pT comparison between data and luminosity normalized MadGraph
+pythia Z2 MC, for ≥ 1 (a), 2 (b), 3 (c), 4 (d) PF jets (ET > 30 GeV), with a cut
of MT > 50 GeV for the W candidate.
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Figure 7.4: Distribution of jet multiplicity in data compared to luminosity normalized
MadGraph and pythia MC after full event selection. Jet ET threshold of 30 GeV
for PFlow jets. An additional selection of WmT > 50 GeV is included on the right.

7.2 Background Studies

A significant amount of background remains after the full event selection. The

background must be accounted for before calculating cross sections or looking at signal-

only kinematic distributions. QCD is the main source of backgrounds for W+jets,

mostly through a combination of the high cross section and the production of electrons

in jets and in jets faking electrons. The electrons and 6ET in QCD differ from those

in W+jets events and can therefore be used to distinguish between the two types of

events. Fitting to the W transverse mass distribution, MT(e, 6ET ), provides separation

between the W and top events (those processes that peak in MT) and the other

backgrounds including QCD, γ+jets, Z+jets, and W → τν+jets events.

The other major background to W+jets is top production. Top quarks decay

into W bosons and by doing so create an irreducible background with a very similar
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signature to W+jets. Because tt̄ produces four jets, it does not become a significant

background until one looks at the three and four jet multiplicities. One option to

reduce this background is to use the presence of jets from b-quarks in the fit. Top

production has a higher frequency of jets identified as originating from a b-quark than

W+jets production, since top quarks always decays to a W and a b-quark. Therefore,

distributions of the number of identified b jets, or “b-tagged” jets will significantly

differ between top and non-top events. Because jets produced in association with W

bosons directly can also be b-jets, the estimated signal yield using this strategy is only

for W+light jets. The b-tagging process is described in Section 7.2.1.1.

7.2.1 Fitting Strategy

The MT and b-tagging are fit simultaneously to extract the signal in one step.

Unbinned extended maximum likelihood fits are performed on the distributions for

each number of jets (“exclusive” counting, i.e., for events with = 0, 1, 2, 3, and ≥ 4

jets separately). Processes are divided into three species: signal (W + light jets), top

(tt̄ and single top), and four others (QCD, γ+jets, and EWK: Z+jets, W → τν). A

functional form, rather than a template from MC, is used for modeling MT for all three

processes. The MC is not expected to model the data perfectly, especially since it does

not account for anomalous noise signals and imperfect modeling of the calorimeters.

It also has incomplete descriptions of the underlying events and simplifications of the

pile-up simulation. The flexibility of the functional fit, where the majority of the

parameters are allowed to float, can take into account these differences between the

data and Monte Carlo. For the W+jets and top, a Cruijff function is fit to a template

from the MC MT shape. The Cruijff function is a Gaussian with left- and right-handed
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widths, σ(L, R), plus first order corrections to these widths, α(L, R), that are varied

independently:

f(x;m,σL, σR, αL, αR) = Ns · e−
(x−m)2

2σ2+α(x−m)2 (7.2)

where σ = σL(σR) for x < m(x > m) and α = αL(αR) for x < m(x > m).

For signal events with zero or one jet, a second Cruijff is added to the first to

account for the kinematic effect of the electron pT cut. The lower resolution in the

higher jet multiplicities masks this effect so that only one function is needed. For

events with fewer than two jets, all parameters are floated for the first function due

to sufficient statistical power. For the two and three jet samples, αL and αR are held

constant. The top background for all jet multiplicities and signal parameters for ≥ 4

jets are fixed to the MC because of fewer statistics.

Monte Carlo simulations of QCD are not reliable and so a data-driven method

is used to extract the QCD+others shape. The electron ID cut is inverted on data to

create a background rich MT distribution. The shape of this background distribution

is similar to the MC distribution with and without the ID cut, as shown in Figure 7.5.

An isolation-inverted cut was also investigated, but the shape did not match the full

distribution as well. The ID cut is also less correlated with MT than the isolation

and thus interferes less with the shape. This inversion method also has the advantage

of including detector effects not fully modeled by the MC, such as dead towers and

anomalous signals. A Cruijff function is fit to the QCD enriched sample for the initial

QCD+γjet+EWK parameterization. All of the QCD+others parameters are allowed

to float when fitting to data. Monte Carlo distributions, and various methods of

enriching the background in data, were also used for the initial parameterization as a



105

Figure 7.5: MT distribution for events with ID or isolation cut inverted. On the left,
QCD events, on the right, data compared to data with the W+Jets MC subtracted.

cross check. All methods gave similar results, well within the statistical uncertainty,

and are included in the systematic estimate.

The Cruijff fits to MC, for the initial parameterization, are shown in Figures

7.6 through 7.8. The yields for each species are allowed to float when the combined

background and signal functions are fit to the full data distribution.

7.2.1.1 B-tag Fit

Because the MT distribution cannot easily distinguish the W+jets from top

events, a second fit, using the number of b-tagged jets, is folded in with the MT fit.

The method used for tagging jets as coming from b-quarks is described in Section 5.5.1.

Fitting the number of b-tagged jets is done using the following probability distribution



106

W transverse mass (GeV)
20 40 60 80 100 120 140

E
ve

nt
s 

/ (
 3

 G
eV

 )

0

200

400

600

800

1000

1200

(a)

W transverse mass (GeV)
20 40 60 80 100 120 140

E
ve

nt
s 

/ (
 3

 G
eV

 )

0

20

40

60

80

100

120

140

160

180

200

(b)

W transverse mass (GeV)
20 40 60 80 100 120 140

E
ve

nt
s 

/ (
 6

 G
eV

 )

0

10

20

30

40

50

(c)

W transverse mass (GeV)
20 40 60 80 100 120 140

E
ve

nt
s 

/ (
 1

0 
G

eV
 )

0

2

4

6

8

10

12

14

(d)

Figure 7.6: Fit of Cruijff function(s) to MT distribution of W+jets MC for 1 (a), 2
(b), 3 (c), and ≥ 4 (d) jets.
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Figure 7.7: Fit of Cruijff function to MT distribution of top MC for 1 (a), 2 (b), 3 (c),
and ≥ 4 (d)jets.
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Figure 7.8: Fit of Cruijff function to MT distribution of QCD MC for 1 (a), 2 (b), 3
(c), and ≥ 4 (d) jets.
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function (pdf) for the number of b-tagged jets (nb):

P (nb = 0) = (1− εnob)nj−nbj · (1− εb)nbj

P (nb = 1) = (1− εnob)nj−nbj−1 · (nj − nbj) · (1− εb)nbj +

(1− εnob)nj−nbj · (1− εb)nbj−1 · εb · nbj

P (nb ≥ 2) = 1− P (0)− P (1) (7.3)

where

• nj is the number of jets

• nbj is the number of b-jets in acceptance (i.e., the number of reconstructed jets

originating from b hadronization). Each of them (0b/1b/2b) is treated as a

sub-species of the fit for the top species.

• εnob is the b mistag rate

• εb is the b tag rate

Fixed values of εnob = 0.029 and εb = 0.63 for the mis-tag and tag rates are based on

Monte Carlo studies, but have also been validated with data [108].

The top species is further divided into three subspecies corresponding to the

number of b-flavor jets in the acceptance (true b-jets, nbj): 0, 1, and ≥ 2. Each

subspecies is fit separately and has its own yield. The signal and other backgrounds

are assumed to have nbj = 0. Instead of using the pdf for the “other” backgrounds,

which can be distinguished using MT, the nb distribution is simply taken from a MC

template. Comparison of the nb pdfs to MC are shown in Figures 7.9 through 7.11.
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Figure 7.9: Comparison of nb distribution of W+jets MC with nb pdf (Eqn 7.3) for 1
(a), 2 (b), 3 (c), and ≥ 4 (d) jets.
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Figure 7.10: Comparison of nb distribution of top MC with nb pdf (Eqn 7.3) for 1, 2,
3, and ≥ 4 jets. Rows are number of b-jets, columns are number of jets.
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Figure 7.11: Comparison of nb distribution of QCD MC to nb pdf (Eqn 7.3) for 1 (a),
2 (b), 3 (c), and ≥ 4 (d) jets.
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7.2.1.2 Fitting to data

The number of jets, nj, is counted exclusively (inclusively for ≥ 4 jets) and MT

and nb are fit together for each number of jets, 0 through ≥ 4. The two variables,

MT and nb, are assumed uncorrelated and the likelihood fit function can be taken as

the product of the two. The fit results give a reasonable estimate of the number of

signal-only events. The results of the fit to 0-jet events can be seen in Figure 7.12.

For the 0-jet case, where there are very few top events, the top yield is taken directly

from MC. Figures 7.14 and 7.15 show the results of fitting MT and nb on data for 1,

2, 3, and ≥ 4 jets. The Cruijff and b-tagging pdfs appear to be good models for the

shape of the data and give reasonable signal yields.

To validate the fit results, the pull of the signal yield was determined. The pull

is the difference between the fit yield and the generated number of events, divided by

the error on the fit:

pull =
N fit
W+jets −N gen

W+jets

N err
W+jets

. (7.4)

Six-hundred pseudo-data-samples were generated and fit to get a distribution for the

pull. For an unbiased fit the mean and sigma should be 0 and 1 respectively. Fig-

ure 7.13 shows two sample pull plots for the signal yield. The pull sigma is as expected,

but the mean is shifted slightly to the left, indicating the fit underestimates the yield

relative to the number of generated events.

The results of the fit are yields for each of the three species and are used to

scale the Monte Carlo. Of highest interest are the signal yields, Nobs(njet), given in

Table 7.1. The yields from the fit are corrected for the selection efficiency to recover

the cross-section within the acceptance, Neffcorr(njet).
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Figure 7.12: Functional fit to the data W mT distribution. The solid distributions are
the Cruijff fits for the signal, top (very small) and other backgrounds.
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Figure 7.13: Example pull plots for the signal yield for 1 jet (a) and 3 jets (b) . Plots
are made from generating and fitting to 600 pseudo-datasets.
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Figure 7.14: MT distribution for 1 (a), 2 (b), 3 (c), and ≥ 4 (d) jets with the functional
fit results superimposed, for signal (W+jets), top, and all others.
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Figure 7.15: B-tagged jet distribution for 1 (a), 2 (b), 3 (c), and ≥ 4 (d) jets with the
pdf fit results superimposed, for signal (W+jets), top, and all others.
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jets Nobs Neffcorr

= 0 131376 ± 402 195566 ± 979

= 1 15476 ± 143 23138 ± 458

= 2 2730 ± 74 4289 ± 244

= 3 362 ± 35 709 ± 77

≥ 4 60.1 ± 17 150 ± 40

Table 7.1: Yields from the signal extraction, Nobs, and the efficiency corrected results,
Neffcorr, by exclusive jet multiplicity, where the PF jet has ET > 30 GeV and |η| < 2.4.
Errors are statistical only.

7.3 Unfolding

The jet ET is transformed and distorted by detector effects, such as the finite

resolution and limited acceptance. This ET smearing affects the jet counting. In

order to arrive at the “true” distribution of W+jets events as a function of the jet

multiplicity, the efficiency corrected distribution, Neffcorr(njets), needs to be further

corrected for the smearing effects. This un-smearing, or “unfolding”, results in a

distribution less dependent on the detector. The following unfolding methods have

been investigated:

• singular value decomposition or SVD method as proposed in [109]. This method

is used as the default for the nominal results.

• iterative or “Bayesian” method as proposed in [110]. This method is used as a

systematic check.

Unfolding is performed by means of a migration matrix Mij that maps the true

distribution, Tj, onto the measured (reconstructed) distribution, Ri:

Ri =
∑
j

MijTj. (7.5)
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The migration matrix gives the fraction of events in bin Tj that are measured in bin

Ri. The matrix is determined from a Monte Carlo training sample. The measured

distribution is a convolution of the true distribution and detector effects. The unfolding

procedure applies an inverted migration matrix to the measured data, while taking

into account the uncertainties from statistical fluctuations in the data.

The iterative and SVD unfolding algorithms require a regularization parameter

to prevent statistical fluctuations in the data from creating large oscillations in the

true distribution. The regularization parameter determines the allowed amount of

smoothing, placing either more weight on the data or on the training sample truth.

For the iterative algorithm, the regularization parameter specifies the number of iter-

ations (from zero iterations for training sample truth). The regularization parameter

is chosen as kBayes = 4, as it gives the best results on MC closure tests.

Choosing the regularization parameter for SVD, kSVD, effectively determines the

relative weight for the training sample and the data. Too small a value for kSVD

may bias the unfolding result towards the MC truth input, while a value that is too

large may give a result that is dominated by statistical fluctuations with no physical

basis. Numerically, the regularization parameter kSVD has to lie between one and the

number of bins. All unfolding results in this thesis use kSVD = 5 which corresponds

to the number of bins in the distribution. With this value for kSVD, no unphysical

enhancement of the statistical fluctuations is observed; instead, the best error estimate

is achieved. This case corresponds to a full inversion of the migration matrix. The

full range of kSVD, from 2 to 5, has been tested using two different MC samples. A

value of kSVD = 5 gives the best recovery of MC truth from MC reconstructed.
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The migration matrices used in the following unfolding procedure are derived

from Monte Carlo samples with the following properties:

• MadGraph generator with Tune Z2 MC samples unless stated otherwise

• signal-only events (W → eν + jets) with pile-up plus pile-up subtraction applied,

using the L1Fast algorithm used in data

• generated electron within the detector acceptance in η and pgenT > 20 GeV

• generated jet collection cleaned of jets that lie within ∆R = 0.3 of generated

electrons and passing the threshold in pgenT of 30 GeV

• reconstructed jets passing the ID requirements in Table 6.4, cleaned of jets lying

within ∆R = 0.3 of generated electrons and passing the threshold in precoT of

30 GeV

These requirements ensure that the unfolding procedure mimics the data in which

background has been subtracted and in which lepton efficiencies and pile-up have

been corrected for. Figure 7.16 shows the migration matrix used to unfold the data.

The bins correspond to n = 0, 1, 2, 3 and n ≥ 4 with generated jets on the Y-axis and

reconstructed jets on the X-axis. While the overall normalization of the migration

matrix does not matter in the unfolding procedure, to improve readability the matrix

is shown normalized to each row (number of generated jets) and normalized to the

integrated luminosity.

The performance of the unfolding algorithms is first validated with the help of

Monte Carlo studies. Next, the performance of the unfolding algorithm on data is

investigated, showing that it does not introduce any additional bias when comparing
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Figure 7.16: W → eν + jets migration matrix in bins of n = 0, 1, 2, 3 and n ≥ 4 jets
and for jet ET cuts 30 GeV, scaled to the number of generated jets in each row (left)
or scaled to luminosity, 36 pb−1 (right).

data before and after unfolding to signal Monte Carlo samples after reconstruction

and at the generator level. Finally, the systematic uncertainty introduced by the

unfolding procedure is studied by comparing a variety of unfolding algorithms and

migration matrices from different signal Monte Carlo samples.

7.3.1 Validation of Unfolding Procedure Using Monte Carlo

Before applying the unfolding procedure to data, it must first be tested on similar

Monte Carlo samples. Three different types of MC tests are employed. All make use

of the migration matrices obtained as described above.

1. Unfold the reconstructed jet multiplicity distribution obtained from the same

signal Monte Carlo that was used to derive the migration matrix (MadGraph

TuneZ2).

Two smaller subsamples were created from the MadGraph TuneZ2 MC.
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One subsample, with roughly the same number of events as selected in the data,

was used for the unfolded distribution, and a larger, independent subsample was

used for the migration matrix.

2. Unfold the distribution obtained from a signal Monte Carlo that is different from

the one used to derive the migration matrix.

3. Unfold a distribution from the selected MC events that have been efficiency-

corrected in a similar manner as the data.

Two unfolding closure tests performed on Monte Carlo samples are shown in

Figures 7.17. The uppermost of the joined plots compares the generated, the recon-

structed and the unfolded jet multiplicity distribution for multiplicities n = 0, 1, 2, 3

and n ≥ 4. The lower plot shows the ratio of reconstructed over generated distribution

and the ratio of unfolded over generated distribution. The errors correspond to the

statistical errors one would obtain if numerator and denominator were statistically

independent. The result of the SVD unfolding algorithm, applied to a MadGraph

TuneZ2 MC sample after the full selection has been made and after being corrected for

the selection efficiency, is presented in Figure 7.17 on the left. The result in this case

is near unity, as one would expect when using the same MC sample. Figure 7.17 on

the right shows the result of the SVD unfolding algorithm on a MadGraph TuneD6T

W+jets Monte Carlo sample using MadGraph TuneZ2 for migration matrix. As ex-

pected, the ratio of unfolded over generated multiplicity distribution is not perfect but

is an improvement relative to the reconstructed over generated distribution. The clo-

sure tests demonstrate that the unfolding procedure does not introduce any additional

bias.
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Figure 7.17: Unfolding validation on Monte Carlo samples: Results after SVD un-
folding for jet pT > 30 GeV. The migration matrix is derived from W → eν + jets
MadGraph TuneZ2 signal Monte Carlo. Unfolding algorithm is applied to a data-
sized W → eν + jets MadGraph TuneZ2 sample after full selection and efficiency
corrections (left) and to a larger MadGraph TuneD6T signal sample (right).

7.3.1.1 Application of unfolding procedure to data

Unfolded data results are presented in Figure 7.18. The data, taken from Ta-

ble 7.1, Neffcorr, are corrected for background, selection efficiencies and pile-up before

unfolding. The uppermost of the two joined plots compares the Monte Carlo gener-

ated, the data reconstructed, and the data unfolded jet multiplicity distribution for

multiplicities n = 0, 1, 2, 3 and n ≥ 4. The lower plot shows the ratio of data recon-

structed over Monte Carlo generated events and of data unfolded over Monte Carlo

generated distributions. The errors correspond to the statistical errors one would

obtain if numerator and denominator were statistically independent.

As an additional check that no bias is introduced by the unfolding procedure,
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Figure 7.18: Unfolding validation on data: Results after SVD unfolding (left) and
Bayes unfolding (right) for jet pT > 30 GeV.

the χ2 values are calculated for the deviation between unfolded data and generated

Monte Carlo distribution, and for reconstructed data and reconstructed Monte Carlo

distribution. The results are summarized in Table 7.2 and show that the values are of

comparable magnitude.

7.3.2 Systematic errors from unfolding

Systematic uncertainties in the unfolding are estimated by changing the tune or

generator of the MC used to make the migration matrix, or by using different unfolding

algorithms. Figure 7.19 shows the effect of using different unfolding algorithms and

alternative Monte Carlo signal samples to derive the migration matrix. At a jet pT

cut of 30 GeV, only a weak dependence on the origin of the migration matrix is

visible. A tendency to yield lower cross sections compared to the nominal results can

be seen at higher jet multiplicities. The uppermost of the two joined plots on the left
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PF jet pT > 30 GeV

MC Generator χ2/ndf values between χ2/ndf values between

data and Reco MC unfolded data and Gen MC

MadGraph TuneZ2 SVD 134 175

MadGraph TuneZ2 Bayes 135 173

MadGraph TuneD6T SVD 158 252

pythia TuneZ2 SVD 681 1007

Table 7.2: χ2/ndf values between fully reconstructed MC with only acceptance cuts
and efficiency corrected data. χ2/ndf values between generated MC with only ac-
ceptance cuts and unfolded, efficiency corrected data. Shown for various unfolding
algorithms, and migration matrices from different generators, and tunes.

compares the data distributions that result after unfolding with migration matrices

that are derived from three different signal Monte Carlo samples, MadGraph TuneZ2

[35, 71], MadGraph TuneD6T [35, 72] and pythia TuneZ2 [64, 71]. The lower of

the two joined plots shows the ratio of the resulting data distributions when using a

migration matrix derived from an alternative Monte Carlo sample over the distribution

when using the MadGraph TuneZ2 derived migration matrix. The plots on the right

have a similar format, but instead of changing the migration matrix, the unfolding

algorithms SVD and Bayes are compared. Only a weak dependence on the unfolding

algorithm is observed: SVD versus Bayes has less than a 1% effect. The results

when using different regulation terms for the Bayes and SVD unfolding are shown in

Appendix A. The effect of using pile-up (plus corrections) versus no-pile MC for the

migration matrix is also shown in Appendix A.
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Figure 7.19: Unfolding systematics: (a) Data results after unfolding with migration
matrices derived from different signal Monte Carlo samples compared to the nominal
MadGraph TuneZ2. (b) Data results after unfolding with Bayes compared to un-
folding with the nominal SVD algorithm, using migration matrix from MadGraph
TuneZ2 for both. The two algorithms are nearly indistinguishable.
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7.4 Theoretical Systematic Uncertainties

Some theoretical uncertainty estimates come from using Monte Carlo with dif-

ferent tunes for the underlying event. All of the distributions have been compared

to MadGraph TuneZ2 and MadGraph TuneD6T. pythia has also been used for

unfolding systematics, but in general does not deal sufficiently with multiple jets to be

comparable to data. pythia does not include multiple partons in the hard scattering

matrix element and so fewer jets pass the ET threshold.

By taking ratios, any of the theoretical uncertainties that do not depend on

jet multiplicity will cancel. Theoretical simulations are necessary to correct for the

acceptance cuts, since events outside of the acceptance are undetected or poorly re-

constructed. In this analysis the cross sections have not been adjusted for acceptance

cuts in order to avoid dependence on the specific MC modeling used to make such cor-

rections. In addition, leaving the result within the acceptance avoids the theoretical

uncertainties that come with choosing specific parameters such as parton distribution

function or renormalization scale.

7.5 Experimental Systematic Uncertainties

Systematic uncertainties for the cross-section versus number of jets can be di-

vided into two types. Those uncertainties that affect the number of events selected,

but do not shift events between n-jet bins, are considered uncorrelated. They include

the uncertainty in the efficiency calculation, in the fitting procedure, and in the effect

that pile-up has on event selection. Those uncertainties that result in shifting events

between jet bins are considered correlated and are treated separately. They include
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uncertainty in the jet energy corrections, in the pile-up effect on the jet energy, in the

flavor of the jets, and in changes in the reconstruction code.

The systematic uncertainty in the efficiency comes from comparing tag and probe

results when using two different line-shapes to describe the Z-peak. Details are given

in Section 6.4. The systematic uncertainties in the fits are obtained by varying the

fixed parameters of the functions (pdfs) and also by comparing the nominal fits to

template-only fits. The floating parameter uncertainties are covered by the statistical

error from the fit. The fixed b-tagging efficiency, εb, and mis-tag rate, εnob, present

one of the larger uncertainties, but are mostly relevant in the three and four jet bins.

The fits are performed after shifting εb and εnob up and down by their uncertainties.

The differences in the signal yield from the nominal fit value are the uncertainties in

the b-tag fit. For those parameters that are fixed in the MT fits, i.e., all of those

for the top distribution and some for the 2-jet through 4-jet bins for the W+jets

distribution, the fitting is performed again after shifting the fixed parameters based

on their uncertainties. The fits were also performed using different models for the

QCD+others backgrounds with partial inversions of the ID variables and with the

initial parameterization using Monte Carlo. The changes in the events yield from the

alternative background modelling are included in the overall systematic uncertainty.

Lastly, fits are done using MC templates for MT, rather than fitting with functions.

This method is much less flexible and relies on the shape of the QCD MC. Nonetheless,

it gives reasonable results and is used for a conservative estimate of the uncertainty

in the fit.

The effect on the n-jet counting due to uncertainties in the jet energy scale comes
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jets Signal MT Top MT b-tag bkgd model total

= 0 – 0.0% 0.00% 0.1% 0.10%

= 1 – 0.0% 0.05% 0.8% 0.80%

= 2 0.7% 0.2% 0.26% 1.0% 1.26%

= 3 1.1% 2.8% 2.87% 0.3% 4.16%

≥ 4 1.1% 5.7% 6.80% 0.5% 8.95%

Table 7.3: Relative systematic uncertainties from the signal extraction fit.

from shifting the jet ET by±1σ. Part of the jet ET uncertainty comes from uncertainty

on the corrections made to the energy scale [95]. The correction uncertainty is pT and

η dependent and is roughly 2-3% for most jets. Uncertainty in the pile-up is included

as a function of jet ET and is around 1.2% for a 30 GeV jet. There is an additional

uncertainty of 2-3% for b-flavored jets. A flat 1.5% uncertainty is assigned to all jets

for changes in software release and calibrations. All of these uncertainties are added

in quadrature, leading to a total jet ET uncertainty of about 4% for a 30 GeV jet.

They are used to adjust the jet ET up or down in Monte Carlo. The number of jets

with ET > 30 GeV are counted and the differences to the nominal jet multiplicity

distribution are compared. An additional pile-up uncertainty has been added on top

of the jet energy scale (JES) uncertainties to account for imperfect corrections using

the L1FastJet algorithm. Figure 7.20 shows the n-jet distribution with error bands,

the ratio of the ±1σ scaling to the nominal, and the effect of pile-up corrections.

The correlated and uncorrelated uncertainties in the n-jet distribution are shown in

Table 7.4.

The 4% luminosity uncertainty cancels out when calculating the ratio of n-jets

to (n-1)-jets and is not included in the final results.
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Figure 7.20: Jet multiplicity with JES uncertainties for jet multiplicity (a), the ratio of
the shifted n-jet distribution relative to the nominal (b), and comparison between MC
with pile-up and MC with pile-up plus L1FastJet corrections to MC with no pile-up
(c).

jets Efficiency 6ET Fitting JES +1 σ JES -1 σ

= 0 0.53 0.1 0.10 1.02 1.06

= 1 0.27 0.3 0.80 6.2 6.5

= 2 0.83 0.5 1.26 9.0 9.0

= 3 1.36 0.5 4.16 10.6 12.9

≥ 4 2.74 1.4 8.95 13.1 14.4

Table 7.4: Relative uncertainty (%) on the exclusive jet multiplicity from efficiency,
6ET resolution, fit, and jet energy scale (JES) uncertainties.
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Chapter 8

Results

8.1 Comparisons to Theory

After extracting the signal and background yields, the MT distribution is pre-

sented again using information from the extraction to scale the Monte Carlo signal

and backgrounds to the expected values. The data and MC are also corrected for

the selection efficiency, and are shown in Figure 8.1. The W pT and first, second,

and third jet pT are likewise scaled as seen in Figures 8.2, 8.3 and 8.4. The MC has

been corrected using the MC selection efficiency, and the data has been corrected from

the combined tag & probe and MC efficiencies, Table 6.8. With the scaling factors

from the fits, the signal (background) MC describes the data well, although agreement

drops slightly at higher jet multiplicities where the top events become more significant

and the statistics are much lower. This generally good agreement indicates that the

current theory, as implemented in MadGraph, provides a reasonable prediction of

the behavior of W+jets. In addition, the agreement validates the use of the Mad-

Graph MC in the efficiency calculation and fit parameterization used for the cross

section measurement.
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Figure 8.1: W mT comparison between data and MadGraph +pythia Z2 MC scaled
to the results of the fit, for ≥ 1, 2, 3, 4 PF jets (ET > 30 GeV), with a cut of
MT > 20 GeV for the W candidate.
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Figure 8.2: W pT comparison between data and MadGraph +pythia Z2 MC scaled
to the results of the fit, for ≥ 1, 2, 3, 4 PF jets (ET > 30 GeV), with a cut of
MT > 50 GeV for the W candidate.
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Figure 8.3: Jet pT comparison between data and MadGraph +pythia Z2 MC scaled
to the results of the fit, for ≥ 1, 2, 3, 4 PF jets (pT > 30 GeV), with a cut of
MT > 50 GeV for the W candidate.
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Figure 8.4: Second (a) and third (b) jet pT comparison between data and MadGraph
+pythia Z2 MC scaled to the results of the fit, for ≥ 1 PF jets (pT > 30 GeV), with
a cut of MT > 50 GeV for the W candidate.

8.2 Events and Cross section by Jet Multiplicity

Presented here are the final results of the W+jets cross section after selection,

signal extraction, efficiency corrections, and unfolding. The cross sections are not

corrected for the acceptance of the detector, which necessarily relies on the use of

a specific Monte Carlo simulation. This strategy was chosen in part to avoid the

theoretical uncertainty in the model used to calculate the acceptance and to present

results without reliance on any one specific MC generator. The results are given as

a ratio of σ(W + n-jets) to σ(W ) and σ(W + n-jets) to σ((W + n-1)-jets) to reduce

systematic uncertainties. The luminosity uncertainty completely cancels because the

overall normalization divides to one. Any errors in the electron selection efficiency that

are not a function of the number of jets, but rather from the overall scale, will likewise
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cancel. Much of the jet energy scale uncertainty also cancels. The cross sections are

given within the acceptance, calculated according to

σacc =
Nsel −Nbkgd

εtot L
(8.1)

where Nsel −Nbkgd is the signal yield extracted from the fits after event selection, εtot

is the selection efficiency relative to the acceptance and L is the integrated luminosity,

36.1 ± 1.4 pb−1.

Table 8.1 presents the unfolded results in exclusive jet multiplicities, n-jets. Nobs

is the number of W+jets candidates after event selection and background subtraction.

The error for Nobs includes both statistical and systematic uncertainties provided by

the signal extraction fit. The electron efficiencies are taken from Table 6.8 and the

error is the combined statistical and systematic. Neffcor is the result obtained when

correcting Nobs for efficiencies. The errors on Neffcor take the statistical and systematic

uncertainties of Nobs, as well as the uncertainties from the efficiency correction factors,

into account. Nunf is the result obtained after applying the SVD unfolding algorithm

with a response matrix derived from the MadGraph TuneZ2 signal Monte Carlo

sample. The errors are the result of propagating the statistical and uncorrelated

systematic errors through the unfolding algorithm. The last three columns show the

deviations from the nominal result when using an alternative unfolding algorithm or

when using response matrices derived from alternative Monte Carlo generator and

tune signal samples. The uncertainty quoted is based on the difference in the result

between using these matrices and using the nominal migration matrix, MadGraph

TuneZ2 . The unfolded cross section results (within acceptance), σacc, are also given

by inclusive jet multiplicity in Table 8.2, with statistical, uncorrelated systematic,
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and correlated systematic uncertainties. For events with at least one jet, the largest

uncertainty in the cross section ratios comes from uncertainty in the jet energy scale

(JES). For the inclusive cross section the statistical error dominates.

Tables 8.3 and 8.4 provide the final cross section ratios and all of the uncertainties

that have been considered. Figure 8.5 displays a plot of the cross section ratios given in

the tables. Both ratios are compared to MadGraph TuneZ2, MadGraph TuneD6T,

and pythia TuneZ2 Monte Carlo simulations. The cross sections for ≥ 1-jet and

≥ 2-jet events relative to the total cross section are slightly overestimated in data

relative to MadGraph MC, while the ≥ 3, 4-jet events are slightly underestimated.

The low statistics and high top quark contamination for the higher jet multiplicities

made both signal extraction and data driven efficiency calculations more difficult,

hence the presence of larger uncertainties. Overall, good agreement is seen between

the data and MadGraph MC. Agreement with pythia alone is not expected, since

pythia does not handle multiple jets in the matrix element. The observed agreement

between MadGraph and this Standard Model measurement indicates the usefulness

of MadGraph in future searches for new physics.
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PF jet pT > 30 GeV

Unfolding systematic deviation

n jets Nobs εtot Neffcor Nunf SVD - Bayes MC generator MC tune

0 131376 ± 423 0.713 ± 0.0049 184258 ± 1399 185946 ± 1525 4.0 697.0 -26.0

1 15476 ± 189 0.655 ± 0.00624 23627 ± 366 22198 ± 473 -7.2 -926.8 -84.9

2 2730 ± 81.6 0.589 ± 0.0115 4635 ± 165 4433 ± 217 7.6 208.1 90.4

3 362 ± 38.1 0.551 ± 0.0269 657 ± 76 613 ± 81 -6.2 14.7 9.1

4 60 ± 17.8 0.474 ± 0.0421 127 ± 39 117 ± 35 0.4 -2.3 10.1

Table 8.1: Nobs are the results from the signal extraction, Neffcor are the results after
correcting for electron efficiency, εtot, and Nunf are the results after unfolding, all with
with exclusive jet counting. The last three columns represent the deviation from the
nominal unfolding results when changing the algorithm, the MC generator, and the
MC tune, respectively.

PF jet pT > 30 GeV

n jets σ stat stat+sys JES syst error Unfolding systematic deviation

in acceptance (±) SVD - Bayes MC generator MC tune

≥ 0 jets 5909 33.4 44.7 2.50 2.92 -0.04 -0.26 -0.04

≥ 1 jets 758 12.8 14.6 60.0 62.7 -0.15 -19.6 0.68

≥ 2 jets 143 5.92 6.49 14.2 14.6 0.05 6.11 3.04

≥ 3 jets 20.2 2.30 2.44 2.36 2.88 -0.16 0.34 0.53

≥ 4 jets 3.23 0.91 0.97 0.44 0.51 0.01 -0.06 0.28

Table 8.2: Results for cross section σ (≥ n jets) within the acceptance with inclusive
jet counting. Sources of uncertainty shown are statistical, statistical + uncorrelated
systematics (fit and efficiency), correlated systematics (jet energy scale, JES), and
deviations when using different unfolding methods (algorithm, generator, and tune).
There is also an overall 4% uncertainty for the luminosity.

PF jet pT > 30 GeV

n jets σ ratio stat stat+sys JES syst error Unfolding systematic deviation

in acceptance (±) SVD - Bayes MC generator MC tune

≥ 1 / ≥ 0 jets 0.128 0.002 0.00234 0.0101 0.0106 -2.47e-05 -0.00331 0.000117

≥ 2 / ≥ 0 jets 0.0242 0.000987 0.00109 0.00239 0.00246 8.33e-06 0.00103 0.000514

≥ 3 / ≥ 0 jets 0.00342 0.000388 0.000413 0.000397 0.000486 -2.75e-05 5.83e-05 9.02e-05

≥ 4 / ≥ 0 jets 0.000547 0.000155 0.000164 7.35e-05 8.63e-05 1.73e-06 -1.08e-05 4.75e-05

Table 8.3: Results for cross section ratio σ(W+ ≥ n jets)/σ(W ) within the acceptance
with inclusive jet counting. Sources of uncertainty shown are statistical, statistical +
uncorrelated systematics (fit and efficiency), correlated systematics (jet energy scale,
JES), and deviations when using different unfolding methods (algorithm, generator,
and tune).
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PF jet pT > 30 GeV

n jets σ ratio stat stat+sys JES syst error Unfolding systematic deviation

in acceptance (±) SVD - Bayes MC generator MC tune

≥ 1 / ≥ 0 jets 0.128 0.002 0.00234 0.0101 0.0106 -2.47e-05 -0.00331 0.000117

≥ 2 / ≥ 1 jets 0.189 0.00694 0.00767 0.00351 0.004 0.000101 0.0133 0.00383

≥ 3 / ≥ 2 jets 0.141 0.0148 0.0158 0.00223 0.00636 -0.00118 -0.00349 0.000708

≥ 4 / ≥ 3 jets 0.16 0.0415 0.044 0.0026 0.00292 0.0018 -0.00577 0.00941

Table 8.4: Results for cross section ratio σ(W+ ≥ n jets)/σ(W+ ≥ (n−1) jets) within
the acceptance with inclusive jet counting. Sources of uncertainty shown are statistical,
statistical + uncorrelated systematics (fit and efficiency), correlated systematics (jet
energy scale, JES), and deviations when using different unfolding methods (algorithm,
generator, and tune).

 0
-je

t)
≥

(W
 +

 
σ

 n
-je

ts
)

≥
(W

 +
 

σ

-310

-210

-110

 data
 energy scale
 unfolding
      
 MadGraph Z2
 MadGraph D6T
 Pythia Z2

CMS preliminary

 = 7 TeVs  at  -136 pb

νe→W 

 > 30 GeVjet
TE

inclusive jet multiplicity, n

 (
n-

1)
-je

ts
)

≥
(W

 +
 

σ
 n

-je
ts

)
≥

(W
 +

 
σ 0

0.1

0.2

1 2 3 4

Figure 8.5: The cross section ratios σ(W+ ≥ n jets)/σ(W+ ≥ (n− 1) jets) and
σ(W+ ≥ n jets)/σ(W ) compared to expectations from MadGraph and pythia.



140



141

Chapter 9

Conclusion

There is a theory which states that if ever anybody discovers exactly what

the Universe is for and why it is here, it will instantly disappear and be

replaced by something even more bizarre and inexplicable. There is another

theory which states that this has already happened.

— Douglas Adams

9.1 Summary

A complete strategy for reconstructing, selecting, analyzing, and calculating the

n-jet cross section ratios for W+jets events is presented. Data events are fully recon-

structed with CMS software and compared to theoretical models. The reconstruction

algorithm focuses on high energy electrons such as those from W bosons. The 6ET is

reconstructed with the best possible resolution for an accurate measurement of the W

transverse mass. Jets are reconstructed with an algorithm designed to use all aspects

of the CMS detectors and are corrected using data-driven techniques for a precise

measurement of the energy of the original parton. The electron selection process is

designed specifically for W → eν events and removes over 99.1% of the background

events. The full selection, including a Z boson veto and MW
T ≥ 20 GeV, removes over
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99.6% of the background events, with a total selection efficiency of approximately

68% for the signal. The remaining background is estimated using a functional fit to

the MW
T and b-tagged distributions for exclusive jet bins of 0-4 jets. It provides a

reasonable measurement of the number of W+jets, top quarks, and a combination of

QCD, γ+jet, and electroweak events. Efficiency corrections to the signal yield were

made using a combination of Monte Carlo and data-driven techniques to recover the

cross section within the acceptance. The cross section as a function of the number of

jets was then unfolded for detector effects to recover an n-jets cross section that is not

detector dependent.

Finally, the cross section ratios σ(W+ ≥ n jets)/σ(W+ ≥ (n − 1) jets) and

σ(W+ ≥ n jets)/σ(W ) are presented and compared to theoretical models. There is a

lack of agreement with the LO pythia, as expected, because pythia does not include

multiple hard partons in the matrix element calculation. The measured results show

good agreement with the MadGraph TuneZ2 predictions within the statistical and

systematic uncertainties. The agreement of the n-jet cross section predictions with

the data indicates that current perturbative QCD simulations are reasonable.

9.2 Outlook

Future studies with higher statistics will make possible precision measurements

of the absolute cross section of the number of jets produced in association with W

bosons. More events will mean smaller errors and less need to use ratios to cancel

out many of the systematics. Measurements involving higher jet multiplicities will be

less limited by statistics. It will also be possible to show the unfolded cross section

as a function of jet ET, for events with 1-4 jets, as has been done at lower energies
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at previous experiments [41, 42]. The study of W+jets serves as a starting point for

searches for new physics, since it presents one of the larger backgrounds for many

supersymmetric models and Higgs studies. More accurate measurements of Standard

Model processes will help differentiate any new physics signals.
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Appendix A

Unfolding closure tests on Monte Carlo

This section contains further unfolding closure tests and systematics for W → eν+jets,

performed on signal Monte Carlo samples generated with pythia [64] and Mad-

Graph [35], with Tunes Z2 [70] and D6T [72] and with and without pile-up.

A study of the effect of pile-up on unfolding is shown in Figure A.1. The left

plot (a) starts from a matrix with pile-up plus pile-up corrections and unfolds a MC

distribution without pile-up. The upper plot shows the n-jet distribution before and

after unfolding along with the generator level jet distribution. The lower plot shows a

comparison of the pre and post unfolded distributions compared to the generator level.

The pile up has a very small effect. The right plot (b) compares the unfolded data dis-

tribution to the generator level when using a response matrix with pile-up+corrections

and when using a matrix without pile-up. The difference in unfolded results between

using a pile-up and a no pile-up response matrix remains small over all jet bins, increas-

ing to about an 8% difference in the 4th jet bin. The bins correspond to n = 0, 1, 2, 3

and n ≥ 4 jets.

As a test of how the parameters of the Bayes (SVD) unfolding algorithms (see

Section 7.3) affect the result, we have changed the regularization parameter to 8 and

100 (3 and 4) and compared them to the results using kreg = 4 (5). Figures A.2 and

A.3 shows the results of these studies on MC and data, respectively. The uppermost
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Figure A.1: Pile-up effects in unfolding: (a) unfolding a distribution without pile-up
using a response matrix with pile-up+corrections, (b) unfolding data using a matrix
with pile-up+corrections and without pile-up. Magraph TuneZ2 Monte Carlo was
used for all matrices.
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Figure A.2: (a) Unfolding systematics from changing number of iterations when using
the Bayes algorithm on MC. Upper plot compares 8 or 100 iterations to 4 iterations.
Lower plot compares 4, 8, and 100 iterations to generator level MC. (b) Unfolding
systematics from changing kSVD when using the SVD algorithm on MC. Upper plot
compares kSVD = 3 and 4 to kSVD = 5 iterations. Lower plot compares 3, 4, and 5
iterations to generator level MC. Response matrix is derived from Madgraph TuneZ2
and the unfolded distribution is from Madgraph TuneD6T in both cases.

of the two joined plots is a ratio of the data results unfolded with Bayes (SVD) with

either 8 or 100 iterations (kSVD = 3 or 4), and results unfolded with Bayes (SVD) with

4 iterations (kSVD = 5). The lower plot is the ratio of the results unfolded and the MC

generator prediction. The effect of changing the number of iterations when unfolding

with Bayes or the kSVD when unfolding with SVD is on the order of 2% for electrons.
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Figure A.3: (a) Unfolding systematics from changing number of iterations when using
the Bayes algorithm on data. Upper plot compares 8 and iterations to 4 iterations.
Lower plot compares 4, 8, and 100 iterations to generator level MC. (b) Unfolding
systematics from changing kSVD when using the SVD algorithm on data. Upper plot
compares kSVD = 3 and 4 to kSVD = 5 iterations. Lower plot compares 3, 4, and 5
iterations to generator level MC. Response matrix is derived from Madgraph TuneZ2
in both cases.
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