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A study of the properties of the Zγ diboson system is presented using 5.0 fb−1

of proton-proton collision data from the LHC using the CMS detector. The pp

→ Z(→ µµ)γ and pp→ Z(→ ee)γ production cross sections are measured within the

fiducial volume of CMS with a combined measurement of σ``γ = 5.33± 0.08 (stat.)±

0.25 (syst.) ± 0.12 (lumi.) pb that is in good agreement with Standard Model pre-

dictions. Upper limits on the neutral anomalous triple gauge couplings set are the

most stringent limits on these couplings to date, with allowed regions: −0.010 <

hγ3 < 0.010, −8.8 · 10−5 < hγ4 < 8.8 · 10−5, −8.6 · 10−3 < hZ3 < 8.3 · 10−3, and

−8.0 · 10−5 < hZ4 < 7.9 · 10−5 at 95% confidence level.
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Chapter 1

Introduction

The Large Hadron Collider (LHC) is a high energy proton-proton collider built with

the purpose of studying the fundamental interactions of nature on the smallest of

distances scales. The LHC is designed to measure and verify if all aspects of the

modern theory of fundamental interactions and matter, the Standard Model (SM),

describe nature, and, if not, to measure the deviations beyond its predictions. Key

among the topics to be studied within the SM are the mechanism by which the carriers

of the Weak Force, the W± and Z0 acquire mass in the context of the search for the

Higgs boson, the corresponding lack of mass of the photon, and interactions between

the W, Z, and photon. In particular, direct interactions between the Z and photon

are predicted to not exist within the SM.

The Compact Muon Solenoid (CMS) detector is a general purpose particle detec-

tor located at one of the collision points of the two proton beams in the LHC. It is

designed to perform these studies with unprecidented accuracy and precision. There-

fore, searching for and analyzing events occuring in the CMS detector that contain

both a Z and a photon is a powerful tool for validating the SM and in the search for

possible Beyond Standard Model (BSM) effects. Any significant deviation from the
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predicted total rate or distributions of Z production with an associated photon is a

direct sign of new physics.

1.1 The Standard Model

The Standard Model is currently the most complete and well supported theoretical

description of fundamental interactions in nature. The two main categories of par-

ticles are fermions, with spin-1
2
, and bosons, with integer valued spin. The matter

particles, quarks and leptons, are fermions. Quarks and leptons interact with each

other by exchanging quanta of various forces which are bosons. Every particle also

has a corresponding anti-particle with opposite quantum numbers.

The Standard Model describes the interactions of the electromagnetic, strong,

and weak forces. The electromagnetic force is mediated by photons and gives rise to

the world around us, defining how atoms form and interact with each other. Gluons

mediate the strong force that determines the properties and formation of nuclei. The

weak force is mediated by the W and Z bosons which govern nuclear decay. The

Standard Model describes these forces accurately from the scale of atoms to the

subatomic, making it a triumph of modern physics.

1.2 Quarks and Leptons

Quarks and leptons are spin-1
2

particles, fermions, that comprise all observed matter

in the universe. Leptons do not interact via the strong force and are organized into

three generations of doublets, sets of two fields that transform together, consisting of

one charged lepton and one neutral lepton. All leptons interact via the weak force

while only the charged leptons interact via the electromagnetic force. The charged
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leptons are: the electron (e), muon (µ), and tau (τ) and each charged lepton has

the charge of the electron. The neutral leptons are known as neutrinos and in each

generation are prefixed by the name of the charged lepton in their doublet. All of the

charged leptons have non-negligible mass while the neutrinos’ masses are zero in the

Standard Model. However, modern experiments have shown that the mass-squared-

differences between different generations of neutrino are non-zero [1–4], indicating

that neutrinos also have a very small mass.

Quarks and Leptons in the SM

Quarks up charm top
down strange bottom

Leptons νe νµ ντ
e µ τ

Table 1.1: The organization of the Standard Model matter particles.

Quarks interact via the strong force in addition to the weak and electromagnetic

forces. Quarks are organized into three generations of doublets with one ’up’ type

quark with electric charge 2
3

and one ’down’ type quark with charge −1
3
. The up and

down type quarks additionally differ by their weak charge, defined in Equation 1.1.

Due to the quarks’ interaction via the strong force (Section. 1.3.3) quarks cannot be

seen bare, due to color confinement [5], and are only found in bound states known as

hadrons.

1.3 Bosons

In the Standard Model forces between the fermions are mediated by spin-1, or vector,

particles. Since forces are mediated via exchange of quanta there is the additional

consequence that the force mediating particles may interact amongst themselves,

in addition to the fermions. The way that the forces interact amongst themselves is
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rigidly predicted within the Standard Model by group symmetries that determine how

the fields which represent these forces can transform in 3+1 dimensional spacetime.

These symmetries are connected to conserved quantum numbers by way of Noether’s

first theorem [6], which states that for every continous symmetry of a system there is

a corresponding conservation law. Since the SM uses non-Abelian1 groups to describe

the symmetries of the strong force and unified electromagnetic and weak forces, in-

teractions between the force carriers arise. Measurements of these interactions are

extremely stringent tests of the assumptions and structure of the Standard Model

since they directly probe the implications of these assumed symmetries.

Strong Weak Electromagnetic
Carrier g (gluon) W± Z0 γ (photon)

Coupling Strength αS ∼ 1
10

GF = 1.167 · 10−5GeV−2 αEM ∼ 1
137

Mass 0 80.4 GeV 91.2 GeV 0

Table 1.2: The force mediating bosons of the Standard Model. Gluons, Weak gauge
bosons and the photon in addition to their couplings and masses.

1.3.1 Electroweak Physics

The SU(2)L×U(1)Y symmetry that defines the electroweak2 interactions is broken at

low energies to yield the weak and electromagnetic forces which we are familiar with.

The electroweak sector describes the interactions and symmetries between particles

that carry non-zero values of the quantum number hypercharge, Y , defined as:

Y = 2(Q− T3) (1.1)

where Q is the electric charge and T3 is third component of weak isospin. The weak

force is mediated by the massive W± and Z0 vector bosons and the electromagnetic

1Non-commutative, i.e. AB 6= BA
2The unified description of the electromagnetic and weaks forces
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Figure 1.1: The SU(2)L structure of each generation in the Standard Model. Quarks
and charged leptons having a right handed singlet component.

force is mediated by the photon, γ. The massive nature of the weak vector bosons

reduces the effective range and causes the strength of their interactions to be small.

The subscript L on the SU(2)L symmetry denotes that the SU(2) transforma-

tions operate on Standard Model fermions with left handed (negative) chirality, the

orientation of a particle’s spin to its momentum. Chirality can be defined by the

projections of four component fermion fields, ψ, given in equation (1.2).

ψL = (1− γ5)ψ ’Left handed’, negative chirality spinor projection.

ψR = (1 + γ5)ψ ’Right handed’, positive chirality spinor projection.
(1.2)

This means that each generation of the Standard Model can be further organized by

its left handed and right handed components. The doublet structure given in (1.1)

now acquires meaning in the sense that each generation’s SU(2)L doublet, for quarks

and leptons individually, defines the weak interactions between left-handed particles

in the doublets. Each doublet’s components also exist as right handed singlets that

do not transform under SU(2)L and hence do not interact with the weak force, with

the sole exception of neutrinos which do not have a right handed component in the

Standard Model.

The electromagnetic portion of the force is mediated only by the photon. The

photon only interacts with objects that carry non-zero electric charge, defined in

Equation 1.1. This implies that the photon and Z do not couple in the SM and Z

+ γ pairs, Zγ, may only be produced by radiation of photons and Z bosons from

fermions and, to a far lesser extent, the charged weak bosons. This quality of SM

photons in particular predicts the SM production rate of Zγ pairs very accurately,
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making the process very sensitive to non-Standard Model physics that could add

direct interactions between the Z and the photon.

1.3.2 The Higgs Boson and Electroweak Symmetry

Breaking

The most theoretically rich and powerfully predictive part of the Standard Model is

the electroweak theory that provides a unified framework for describing the seemingly

disparate elecromagnetic and weak forces. The underlying idea is that the electro-

magnetic (U(1)EM
3 symmetry) and weak (SU(2)L

4 symmetry) forces merge at high

energies, above 100 GeV, to form a single force that is described by an SU(2)L×U(1)Y

symmetry. The form of the force at high energies, instead of being given by the W,

Z0, and γ bosons, given by four massless fields:(
W 1
µ

W 2
µ

) (
W 3
µ

Bµ

)
(1.3)

where the W 3 and B are chargeless and the W 1,2 fields are charged. All four fields

transform under rotations in SU(2)L × U(1)Y, where Y is hypercharge.

The doublets, a pair of fields that transform in SU(2)L, given in 1.3 mix to

generate the W, Z, and photon (Aµ) in the following superpositions:

W±
µ = 1√

2

(
W 1
µ ∓ iW 2

µ

)
Zµ = cos θWW

3
µ − sin θWBµ

Aµ = sin θWW
3
µ + cos θWBµ

(1.4)

where θW is known as the weak mixing angle, an experimentally measureable quantity

of the SM that determines the mass difference between the W± and Z0 bosons.

3This symmetry corresponds to invariance of magnitude of a complex scalar number under
rotations in the complex plane, i.e. rotations of phase.

4This symmetry corresponds to invariance under rotations of complex two component vectors.



7

Additionally there is the Higgs field, which forms another SU(2) doublet. When

determining how these fields exist in the vacuum and interact with each other, i.e.

by solving their equations of motion, a possible solution is one non-trivial Higgs field

and its various interactions with linear superpositions of the electroweak fields. These

superpositions are the Weak and Electromagnetic bosons. The interactions between

the resulting Higgs field and the electroweak fields provides mass to the W and Z

bosons at low energy. The process of giving masses to the weak vector bosons is

known as the Higgs mechanism or Electroweak Symmetry Breaking [7].

1.3.3 Quantum Chromodynamics (QCD)

Quantum chromodynamics describes the interactions between particles that carry

one of three ’color’ charges. The mediator of the strong force, the massless gluon

(g) carries color charge and interacts with itself, much like the triple gauge couplings

between two W bosons and either a Z or a photon. Consequently, the gluon, which

has eight color permutation, can self-interact. This property, along with having three

charges, causes the strong force to exhibit increasing strength over longer distances,

in stark contrast to the weak and electromagnetic forces. The strong force exhibits

a property known as asymptotic freedom where the coupling constant, αS, becomes

small at short distances or high energies. This implies that the coupling strength

changes as a function of the energy of strong interactions and that for energetic

interactions we may study strong interactions in the same mathematical framework

as used for electromagnetic and weak interactions. Likewise, at large distances and

low energies, below 1 GeV, QCD interactions cannot be calculated using perturbation

theory and rely on non-perturbative techniques for predictions.

In this low energy regime, QCD charged particles form bound states that have

no net color charge called hadrons. Hadrons are divided into two major categories.
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Those comprised of three quarks, such as protons, are called baryons and those of

two quarks are mesons. The hadron constituents, quarks and gluons, are known

generally as partons. Baryons and mesons form the largest spectrum of composite

particles comprised of basic Standard Model constituents. In high energy proton

collisions the transition from high energy QCD to its low energy manifestation is

visible in the form of radiated gluons or ejected quarks from energetic collisions of

partons. These radiated, initially high energy, particles then lose energy by creating

more quarks and gluons in a process called fragmentation. Once the average energy

per particle enters the low energy regime the fragmented quarks and gluons finally

form hadrons in a collimated, physically observable structure known as a ’jet’. At the

LHC, in particular, jet production occurs very often in association with electroweak

processes and the understanding of the QCD corrections to electroweak processes is

of paramount importance to properly understand the observed data.

1.4 Proton-Proton Collisions

Protons are hadrons made of of three ’valence’ quarks (uud). The effects of the proton

being bound together by the strong force become readily apparent when attempting

to probe its substructure. The most striking feature being that if one probes a high-

energy proton at short distances, one does not necessarily interact with one of the

valence quarks and the interaction may even be with quarks of entirely different

generations. This effect comes from the evolving substructure of the proton with

energy. The proton, while remaining in a bound state generates a ’sea’ of quarks, anti-

quarks and gluons through gluon radiation color charged objects and pair-production

of quarks and anti-quarks from gluons. This sea contribution to the structure of the

proton becomes more dominant as the energy of the proton is increased. This means
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that proton-proton interactions at the LHC can consist of of qq̄, qq, qg or gg initial

states and electroweak or QCD final states. The gg initial state is the most common

at the LHC due to the very high energy of the protons being collided and indeed

the very reason for using proton-proton collisions at the LHC since the Higgs boson

should be dominantly produced through gluon collisions. In comparison, this makes

using anti-protons ineffective cost-wise, given the goals of the LHC machine, since

higher luminosities are more easily achievable using only proton beams.

The probabilities of various combinations of initial and final states occuring to-

gether to form an interaction as observed in nature are modeled and calculated

through the theoretical framework of Quantum Field Theory (QFT). These prob-

abilities are known as ’cross sections’, denoted by the symbol σ, and are given in

units of barns, 10−24cm2. Intuitively, the larger the cross section, the higher the

probability of an interaction occuring in a single proton-proton collision. We may

then proceed to repeat the proton-proton collisions to convert these probabilities into

rates. The rate of a process is given by the total rate of proton-proton collisions

resulting in any interaction, called the instantaneous luminosity ‘L’, and the cross

section of the final state of interest (1.5).

rate =
dN

dt
= Lσ (1.5)

Since the perturbative cross sections are calculated using the SM and the for-

malism of QFT, they are rigorously predicted where expected to be accurate, and

serve as excellent benchmarks for the theories that predicted them. Furthermore,

since the rates of various combinations of initial partons and the final states from

those partons change with energy, these predictions can and should be verified across

multiple energy ranges to determine the SM’s accuracy. However, some cross sections

such as the total proton-proton inelastic cross section [8], cannot be calculated using
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perturbative techniques and are derived from non-perturbative methods or directly

from data.
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Figure 1.2: Predictions for the cross sections of various SM processes, the heirarchy
of rates that depends on the bosons involved. Wγ and Zγ have larger cross sections
since the photon is massless.

1.5 The Zγ Cross Section

After the weak vector bosons were discovered at CERN [9] and electroweak theory’s

initial predictions were validated, the quest to validate the theory to greater accuracy

started. The logical continuation was to search for processes containing the signatures

of two electroweak bosons, which allows for processes where the vector bosons interact

with each other. According to the SM there is no interaction allowed directly between

the photon and the Z, so the goal here is to see if the rate of radiation of Z bosons
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in association with photons from quarks and charged leptons agrees with the SM

prediction. Previous experiments at the LEP electron-positron collider at CERN

and at the Tevatron proton-antiproton collider at FermiLab have measured the cross

section of the neutral electroweak bosons produced in association, as will be discussed

further in section 8.4.

The aim of this dissertation is to measure the cross section of the radiative process

pp → Z(→ ``)γ, where ` are electrons or muons, using the CMS experiment at the

LHC. The cross section and distribution of observed photons can then be used to infer

the presence of non-SM couplings between the Z and the photon. The presence of

colored partons in the initial state at the LHC requires the understanding of additional

QCD radiation and the associated correction to the Zγ cross section must be taken

into account when analyzing the data and comparing to theory.

The predictions of the Zγ cross section calculated using perturbative electroweak

theory and corresponding QCD corrections are necessary for performing tests of the

standard model. The Zγ cross section is sensitive to the addition of non-standard

couplings of the Z and the photon [10] and can be used as a precision tool for the

understanding of the SM.
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Chapter 2

Zγ Phenomenology

Zγ production provides a useful test of the SM; however, the requirement of two

electroweak bosons in the final state and the Z boson decaying leptonically greatly

reduces the cross section, via branching fraction, and increases the effect of possible

backgrounds imitating photons. The jet-rich nature of collisions at the LHC requires

the use of corrections from perturbative QCD (pQCD), since the larger phase space

coming from additional final state configurations alters both the predicted cross sec-

tions from electroweak theory and additional production processes from anomalous

triple gauge couplings, ‘aTGCs’ [11]. An outline of the general theoretical framework

for describing proton-proton collisions and the subsequent need for pQCD corrections

to electroweak, ‘EWK’, predictions will be presented in Section 2.1. Section 2.2 will

describe in further detail the Zγ production mechanisms, including contributions that

are next-to-leading,‘NLO’, in the strong coupling constant αS. The production of the

Zγ final state by way of anomalous triple gauge couplings will be discussed in Section

2.3 and the observables sensitive to the aTGCs in Section 2.4.
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2.1 Proton Collisions at the LHC

As noted earlier, the proton has a dynamic substructure that evolves with energy

and is non-perturbative. However, it is still possible to perturbatively calculate pro-

cesses initiated by quark and gluon initial states by factorizing the perturbative and

non-perturbative parts of the cross section. This is achieved by averaging over all

possible initial states for a process and weighting this average by the probability

of that initial state to occur with the requisite energy. These weights are provided

by experimentally derived functions known as parton distribution functions (PDFs).

These functions, fi(x,Q
2), define the probability of finding a parton of some given

type i with momentum fraction x at momentum transfer Q2 of the process1. The
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Figure 2.1: The parton distribution functions for the quark and gluon contituents of
a proton at two different values of momentum transfer. The u and d components are
dominated by valence quarks at high x while s, c, b, and g are more prevalent at low
x. The gluon fraction at low x increases by orders of magnitude at large momentum
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1Q2 is a measure of the energy at which the reaction being studied takes place.
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PDFs are determined empirically since there is not a valid predictive technique for

using QCD that describes the structure of hadrons. All PDFs used for predictions

at the Large Hadron Collider were measured at experiments on previous high energy

hadron colliders such as the Tevatron at Fermilab and the hadron-electron colliders

such as HERA at DESY, with additional inputs from the study of tau decays [13]

and quarkonium measurements [14].

The perturbative part of the high energy collision process can be calculated

through the formalism of Quantum Field Theory by summing over all possible el-

ementary processes contributing to the observed final state. For example, leading

order di-jet production at the LHC consists of a number of input processes, with

multiple parton types as initial states. Since the probabilities of certain initial states

are factorized out, the cross section can be written in terms of general kinematic

dependencies and coupling constants.

σ̂pp′,ff ′(ŝ, t̂, û) =



4πα2
s

9ŝ2

[
ŝ2+û2

t̂2

]
pp′ = qq′, ff ′ = qq′

4πα2
s

9ŝ2

[
ŝ2+û2

t̂2
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ŝ2
− 2

3
û2

ŝt̂

]
pp′ = qq̄, ff ′ = qq̄
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9ŝ2
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û2
− 2

3
ŝ2

ût̂

]
pp′ = qq, ff ′ = qq

32πα2
s

27ŝ2

[
û
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+ t̂
û
− 9

4
t̂2+û2

ŝ2

]
pp′ = qq̄, ff ′ = gg

πα2
s

6ŝ2

[
û
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+ t̂
û
− 9

4
t̂2+û2

ŝ2
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pp′ = gg, ff ′ = qq̄
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s

9ŝ2

[
− û
ŝ
− ŝ

û
+ 9

4
ŝ2+û2

t̂2

]
pp′ = qg, ff ′ = qg

9πα2
s

2ŝ2

[
3− t̂û

ŝ2
− ŝû

t̂2
− ŝt̂

û2

]
pp′ = gg, ff ′ = gg

(2.1)

Equation 2.1 [15] is an example of a typical parton level matrix element, in this

case, dijet production at leading order in perturbative QCD. pp′ and ff ′ represent

the incoming and outgoing particles, indicating the various initial and final states

involved. Due to the various initial states, the contribution from each subprocess

changes as a function of the proton’s energy, thus causing the fractions of observed

final states to change. This change in the ‘dominance’ of various final states plays a
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large role at the LHC due to the large dynamic range of Q2, the momentum transfer

in the collision.2

The net result is a general expression for the cross section of a generic final state

produced in a proton-proton collision:

σ(pp→ P +X) =
1

3

∑
p,p′

∫
dx1dx2f1(x1, Q

2)f2(x2, Q
2)σ̂P(ŝ, t̂, û), (2.2)

with f 1,2
i the parton distribution functions of the two colliding protons and σ̂ME(ŝ, t̂, û)

the parton-level cross section for some matrix element. The process ‘P’ is determined

by a perturbative matrix element. The factorization used to separate the proton’s

structure from the interaction being studied allows for the perturbative treatment of

the considered process in terms of Feynman diagrams.

2.2 Standard Model Zγ Production

The Z boson may decay to any kinematically accessible quark-antiquark or lepton-

antilepton pair. However, the Z couples to leptons and quarks with slightly different

strengths since leptons and quarks carry different electric and weak charges.

q
f̄

q̄

Z

f

Figure 2.2: SM Z boson production and decay at a hadron collider. Only quarks are
present in the initial state, but the final state can be quarks or leptons.

There are 5 possible quark pairs to decay into, each with 3 color combinations, and

there are 6 possible lepton choices. The result is that the probability, or branching
2Two orders of magnitude, for inclusive Z production, three for dijet production.
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ratio, of a Z decaying to quarks is roughly 5/7 while to leptons is 2/7, to within

corrections from electroweak couplings. The fraction of Zs decaying to charged leptons

or neutrinos is determined by weak charge T3−Q sin2 θW, where θW is the weak mixing

angle and sin2 θW ≈ 0.2397± 0.0013 and T3 is the third component of weak isospin.

Since neutrinos do not have electric charge and their coupling is not damped by the

weak mixing angle, the Z will decay to neutrinos with probability ∼2/3 and then

to the charged leptons with probability 1/3. Amongst each neutrino and charge

lepton type the Z decays nearly democratically, to within corrections from lepton

mass. The measured branching ratios to electrons and muons individually are 3.36%.

The electron and muon are the most easily detectable and reconstructable decay

products of the Z. The leptons’ masses are negligible in comparison to the Z causing

the mass of the Z to become the momentum of the leptons, leaving the striking

signature of two energetic leptons in a particle physics detector. This clean signature

makes associated Z boson production an excellent handle for studying particles that

are difficult to identify on their own among the plethora of background particles

produced at hadron colliders.

The photon couples to the electric charge of other particles. In the case of Z

production at hadron colliders, the initial state almost always contains a quark and

this quark can radiate photons. This process is called initial state radiation, or

ISR. Likewise, for the decay of the Z, additional photons can be emitted from the

charged daughter particles through final state radiation, FSR. Photons are produced

in abundance at the LHC by these radiative processes, making them a prominent

background to non-radiative sources of photons.

Since the Z and photon are pair-produced in the SM only by radiative processes,

there are only two major contributing Feynman diagrams. In the case of the Z de-

caying to two charged leptons there is the additional FSR contribution to the final
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q

Z

q̄ γ

q

q̄

Z

γ

Figure 2.3: The two leading order αs diagrams for Zγ production in the SM.

state of two leptons and a photon. For Zγ, in stark contrast to Wγ [16, 17], there is

q

q̄

Z

¯̀

`

γ

q

¯̀

q̄

Z

`

γ

Figure 2.4: The leading order αs diagrams for FSR Zγ production in the SM.

no interference between the initial and final radiation processes, since for the former

the TGC is a forbidden process in the SM. This means that it is relatively easy to

separate the FSR and ISR contributions and exploit them for different purposes. The

SM FSR process is primarily useful for determining the response of CMS calorimetry

to photons, since the three body mass is kinematically constrained to the observed

Z invariant mass distribution. ISR production, as stated previously, is precisely pre-

dicted within the perturbative framework of the standard model and constitutes the

primary background to the aTGC searches. In particular, ISR photons produced in

association with Zs are the primary background to the possible neutral aTGC signal.

At the LHC at least one of the incoming partons is likely to be energetic. This

forces the probability to emit a jet to be very large, especially at low jet energies,

and consequently makes higher, next-to-leading (NLO), order αs effects on the SM Zγ
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cross section more important [18]. Additionally, the large gluon fraction of protons at

the LHC causes gluon-quark initiated processes to be enhanced, which also contribute

at NLO in Zγ production.

q

Z

γ

q̄ g

q

Z

g q

γ

g q̄

q̄ γ

Z

Figure 2.5: The unique real emission diagrams for ISR Zγ. There are additional
diagrams resulting from the permutation and crossings of the Z, γ, and final state
parton.

q

Z

q̄

γ

q

Z

q̄ γ

q

Z

q̄ γ

Figure 2.6: The loop diagrams for ISR Zγ. The same initial states apply to the
crossed graph in Figure 2.3

The calculation of NLO corrections in quantum field theory requires the intro-

duction of radiative processes which, on their own, contain unphysical singularities

when the additional radiation becomes too low energy or collinear to the particle

that emitted it. These unphysical singularities are removed when accounting for the

interference between the leading order process and so-called ‘loop’ diagrams, which

introduce counter-terms to the singularities in the radiative processes [15]. The cal-

culation of the NLO corrections to the ISR processes is theoretically difficult since

the photon may be emitted from final state ‘fragmentation photons’ or initial state
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quarks. The fragmentation photons may also have a non-perturbative part when

the photon is very close to the object that radiates or when photon radiation from

gluons is involved. This significantly complicates the calculation with respect to the

q

Z

q̄

g

γ

g q̄

γ

q̄

Z

Figure 2.7: The photon fragmentation contribution to Zγ production at NLO. In
the gluon contribution (left) there is additional hadronic radiation from the non-
perturbative process to conserve color flow. The quark contribution also contains
non-perturbative effects due to collinearity of the photon with the quark.

singularities introduced at NLO in αs since it is hard to treat the photon as both

radiation and a product of the matrix element in a consistent way. There are some

Monte Carlo programs which calculate this contribution, but none are interfaced to

parton showers [11,19]. The problem of correctly dealing with photon fragmentation

is the primary reason for the slow advancement of NLO αs accurate calculation of

processes with photons in the final state towards NLO accurate event generation [20].

q

q̄

Z

¯̀

`
γ

q ¯̀

q̄

Z

`

γ

Figure 2.8: The loop diagrams for FSR Zγ.

The FSR portion of the process is theoretically more accessible as it is merely
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Z production with an extra complication in the decay of the Z. The NLO and

NNLO αs corrections to Z boson production are well understood and being improved

upon [21, 22]. However, since it is tied to the ISR process as they share the same

q Z

q̄ g

¯̀

`
γ q Z

qg

¯̀

`
γ

q̄

g

q̄ Z

¯̀

`

γ

Figure 2.9: The real emission diagrams for FSR Zγ.

final state, the FSR contribution to Zγ production cannot benefit from these more re-

cent theoretical improvements. Anomalous production of Zγ, which is kinematically

similar to FSR3, cannot gain from an improved theoretical understanding of these

kinematically simpler processes for the same reason. The NLO, order αs, contribu-

tions result in more energetic photons being produced. The understanding of and

ability to simulate these contributions in SM and anomalous production at hadron

colliders are extremely important for probing the standard model through the mea-

surement of anomalous couplings. Though a number of complications have been

presented in the context of the theoretical calculation of the Zγ final state, accurate

cross section calculations do exist and the majority of difficulties arise in the context

of event generation.

2.2.1 Z+Jets as a Background to Zγ

At the LHC, the Z boson is most often produced in association with jets, in compari-

son to photons, as αs is roughly an order of magnitude larger than αEM . The evolution

of these jets is described by both perturbative and non-perturbative processes. The
3The photon is not emitted by the initial state quarks.
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8

Detector

Hadrons
Fragmentation

Scattered parton
Hard scatter

Figure 1.5: Illustration of the evolution from the hard scattering parton to the jet in
the detector.

like charged pions, kaons, protons, and neutrons are able to travel a detectable distance

before decaying into lighter hadrons or leptons and photons. The particles that are

formed from the original parton during the hard interaction leave the interaction point

as a collimated spray of particles. The spray or “jet” is what the experiment eventually

detects. A cartoon depicting the hadronization process is given in Figure 1.5.

1.4 Proton Collisions

Because protons are composite particles, collisions between protons do not in-

volve the entire object. Instead, one of the partons from a proton will interact with

one from the other proton. Protons are made up of three valence quarks, uud, but

the valence quarks exchange and radiate gluons that produce virtual “sea” quarks [16]

within the proton after splitting into qq̄ pairs. Any of these “sea” quarks may interact,

making qq̄ interactions possible, but less likely, between two protons. More likely are

quark-gluon interactions, especially at higher energies. In proton-proton collisions, in-

Figure 2.10: The stages of jet evolution, starting from the perturbatively based scat-
tering and ending with the nonperturbative hadronization.

last step in these processes describing the jet evolution is known as hadronization

and describes the non-perturbative formation of hadrons from low energy partons in

jets. The final states from hadronization can fluctuate significantly from jet-to-jet

and there are a variety of final-state hadrons that decay electromagnetically into two

or more photons, for instance π0s. Thus, it is likely for a jet to produce a final state

that is primarily composed of secondary photons from the decay of hadrons. These

collections of photons coming from jets whose hadrons decay primarily electromag-

netically are similar to promptly produced real photons in terms of their appearance

in a detector. Due to the much larger cross section of Z+Jets production and the

non-zero probability of these jets to hadronize into photons, Z+Jets serves as the

primary background to SM Zγ production at hadron colliders.

2.3 Anomalous Zγ Production

The theoretical understanding of neutral anomalous triple gauge couplings has been

well described for years [10, 11, 23]. The chosen symmetries of the standard model
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Vµ(P )
γβ(q2)

Zα(q1)

= ieΓαβµ(P, q1, q2)

Figure 2.11: The general form of the ZγV, vertex. V=γ,Z

are not completely fundamental requirements and the SM can be extended by adding

new terms that still obey more basic properties, like gauge and Lorentz invariance.

In the case of the Zγ anomalous couplings there are 4 couplings both for Z→Zγ and

γ →Zγ that are allowed by gauge and Lorentz invariance but not by the SU(2)×U(1)

structure of the standard model [10]. The vertex function given in Figure 2.12 has

ΓαβµZγZ(q1, q2, P ) =
P 2 − q2

1

m2
Z

[
hZ

1 (qµ2 g
αβ − qα2 gµβ)

+
hZ

2

m2
Z

Pα
[
(P · q2)gµβ − qµ2P β

]
+ hZ

3 ε
µαβρq2ρ

+
hZ

4

m2
Z

PαεµβρσPρq2σ

]

Figure 2.12: The ZγZ, vertex function with the four couplings allowed by gauge and
lorentz invariance.

the form for the ZγZ vertex and the forms of all four allowed couplings. The vertex

for Zγγ has almost exactly the same structure as the ZγZ vertex, except for labelings

and the following substitution in the prefactor due to Bose symmetry:

P 2 − q2
1

m2
Z

→ P 2

m2
Z

and hZ
1−4 → hγ1−4 (2.3)
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Due to Yang’s theorem [24], all of these couplings vanish at leading order in the SM

and when the incoming particles are on shell4. For both γ and Z initiated couplings,

h1 and h2 are CP-odd while h3 and h4 are CP-even, leading to slightly different

kinematic dependencies for each coupling. The terms multiplying h1,3 scale as the

center of mass energy of the incoming parton, ŝ, while h2,4 scale as ŝ · q2
2, resulting

in more significant variations in the theoretical cross section when attempting to

determine h2,4 using experimental data.

Finally, none of the couplings as defined preserve unitarity at high energies since

they grow without bound as a function of the incoming vector boson’s energy. Moti-

vations for a form of regularization of the couplings are given in [11]. The result being

the use of an ad-hoc ‘form-factor’ that supresses the coupling at very high energies.

The general form of the commonly used dipole form factor is given in Equation 2.4.

The dipole form-factor suppresses the divergent behavior of neutral aTGCs at high

energy, above the cutoff scale Λ.

f(ŝ) =
1

(1 + ŝ/Λ2)n
(2.4)

This simulates the effect of resolving new physics at some cutoff scale5 which is above

the kinematic reach of existing hadron colliders6. However, while these form factors

do regularize the contributions of aTGCs at arbitrarily high energies, they are not

entirely necessary when searching for new physics using diboson production. One

can take as an example the attempt to compare limits on new physics at different

hadron colliders where one hadron collider uses a cutoff scale that is well below the

other’s kinematic reach [23]. In order to compare results, the collider with higher

4i.e. when the photon is massless or the Z is exactly 91.18 GeV
5or ‘Scale of New Physics’, ‘Mass Scale’. Mathematically, a non-infinite integration bound.
6As a rule of thumb, the kinematic reach of a proton-proton collider is half the center of mass

energy of the beam and for a proton-antiproton collider it is about 2/3 the center of mass energy.
This difference comes from the probing valence (anti)quarks in the (anti)protons versus probing
valence quarks in one proton and sea quarks in the other.
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kinematic reach needs to use a form factor with cutoff scale that is lower. This leads

to the unphysical scenario where the higher energy machine would have seen this

new physics the lower energy collider was probing for, making the form factor merely

an arbitrary limitation on the higher energy machine’s ability to detect new physics.

As such, experimentally determined bounds of the values of aTGCs have also been

presented without using a form factor.

2.4 Observables Sensitive to aTGCs

Anomalous triple gauge couplings enhance or generate entirely new coupling struc-

tures in observed physics processes. Thus, it is important to understand these new

structures in terms of the shapes and correlations they induce on the physical ob-

servables. In the case of aTGCs the new couplings grow as the center of mass energy

of the incoming partons, ŝ, and it is assumed that the observed vector boson pair

is the decay product of some parent vector particle. These two properties lead to

striking changes in the decay angle and pT distributions of the final state bosons in

comparison to the standard model expectations.

Since the anomalous couplings grow as some function of ŝ there is a large bias

towards higher photon pT in the observed diboson final state when the aTGCs deviate

from their standard model predictions. This bias is driven by the convolution of the

much larger parton-level cross section with the proton’s parton distribution function,

which naturally vanishes and more energetic, and less probable, initial states are

required to produce a final state. An excess in Zγ yield coming from an aTGC would

be detected at high photon pT and would come from a massive initial state. The

understanding of the standard model photon pT shape is important, especially for

small aTGCS. An accurate description of the SM pT distribution is achieved through
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Fig. 5a and Fig. 5b, respectively. Results are displayed for
the SM and two sets of anomalous couplings (h30

Z 51.0,
h40

Z 5h10
Z 5h20

Z 50, SM Zgg couplings! and (h40
Z 50.05,

h30
Z 5h10

Z 5h20
Z 50, SM Zgg couplings!. For simplicity, only

one coupling at a time is allowed to differ from its SM value.
In order to clearly display the effect of the anomalous cou-
plings, we have chosen rather large values for h30

Z and h40
Z ,

here as well as for the LHC ~see below!. However, S-matrix
unitarity is respected for the chosen values of the anomalous
couplings, the power of the form factor, and the form factor
scale. The O(as) corrections in the presence of anomalous
couplings at the Tevatron energy are approximately 20–
40%, as in the SM.
For equal coupling strengths, the numerical results ob-

tained for the Zgg couplings h30
g and h40

g are about 20%
below those obtained for h30

Z and h40
Z in the region where

anomalous coupling effects dominate over the SM cross sec-
tion. Results for the CP-violating couplings h1,2

V (V5Z ,g)
are identical to those obtained for the same values of h3,4

V .
Since terms linear in the anomalous couplings vanish in the
differential cross sections, results are insensitive to the sign
of the anomalous couplings if only one coupling at a time is
allowed to differ from its SM value.
The pT(g) distribution for Z(!l 1l 2)g production at

the LHC is shown in Fig. 6. At leading order, the sensitivity
of the photon transverse momentum distribution to anoma-
lous ZZg couplings is significantly more pronounced than at
the Tevatron. In the presence of anomalous couplings, the
higher order QCD corrections are considerably smaller than
in the SM. For large values of pT(g), when anomalous cou-
plings dominate, the O(as) corrections are typically between
20% and 40%. In the same region, QCD corrections enhance
the SM cross section by about a factor 2.2. At next-to-
leading order, the sensitivity of the photon transverse mo-
mentum spectrum to anomalous couplings thus is somewhat
reduced at the LHC. The logarithmic factor causing the cross
section enhancement at high values of pT(g) in the SM
originates from the collinear region. The Feynman diagrams
contributing in this region do not involve the ZgV vertices.

The logarithmic enhancement factor therefore does not affect
the anomalous contributions to the matrix elements. Because
h4

Z receives contributions only from operators with dimen-
sion >8, terms in the helicity amplitudes proportional to it
grow like (As/mZ)5. Deviations originating from h4

Z , there-
fore, start at higher invariant masses and rise much faster
than contributions from couplings such as h3

Z which corre-
spond to dimension 6 operators.
The effect of the QCD corrections is shown in more detail

in Fig. 7, where we display the ratio of the NLO and LO
differential cross sections for the transverse momentum of
the photon. At the Tevatron, the NLO to LO cross section
ratio slowly rises from 1.2 at pT(g)510 GeV to about 1.5 at
pT(g)5400 GeV. Since we used a rather small form factor
scale of LFF5500 GeV for the Tevatron, the effect of the
anomalous couplings is suppressed at high transverse mo-

FIG. 5. The differential cross section for the photon transverse
momentum in the reaction p p !Zg1X!l 1l 2

g1X at As51.8
TeV, ~a! in the Born approximation and ~b! including NLO QCD
corrections. The curves are for the SM ~solid!, h30

Z 51.0 ~dashed!,
and h40

Z 50.05 ~dotted!. The cuts imposed are summarized in Sec.
III B.

FIG. 6. The differential cross section for the photon transverse
momentum in the reaction pp!Zg1X!l 1l 2

g1X at As514
TeV, ~a! in the Born approximation and ~b! including NLO QCD
corrections. The curves are for the SM ~solid!, h30

Z 50.01 ~dashed!,
and h40

Z 5131024
~dotted!. The cuts imposed are summarized in

Sec. III B.

FIG. 7. Ratio of the NLO and LO differential cross sections of
the transverse momentum of the photon as a function of pT(g) for
~a! p p !Zg1X!l 1l 2

g1X at As51.8 TeV, and ~b! pp
!Zg1X!l 1l 2

g1X at As514 TeV. The solid curves show the
SM result. The dashed and dotted lines display the cross section
ratio for non-zero values of h30

Z and h40
Z , respectively. The cuts

imposed are summarized in Sec. III B.
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Figure 2.13: The change in the photon pT distribution coming from h3 and h4 type
anomalous couplings. The standard model is shown for comparison.

the use of NLO differential cross section calculations, which account for the larger

available phase space available at high photon pT when an extra jet is present in the

interaction [11, 19, 25–28]. These programs also calculate the NLO αs corrections to

the aTGC production, which are however quite small due to the dominating leading

order effect of the aTGCs. In Figure 2.13 the shape differences in the photon pT

distribution coming from NLO effects and various strengths and types of aTGCs are

shown.

A more subtle effect coming from the presence of aTGCs is the change in the

distribution of the decay angles θ∗γ and θ∗` . Here θ∗γ describes the angle at which the

photon is emitted in the rest frame of the Zγ system with respect to the momentum of

the Zγ system in the lab frame. The angle θ∗` is the equivalent for leptons coming from

the decay of the Z boson. In the SM the Z and photon are never produced at the same

interaction vertex since Zγ interaction is not allowed, and consequently their spins

are decorrelated. Therefore the distribution of θ∗γ is flat, since there is no preferential

direction of photon spin with respect to the Zγ momentum and the distribution of θ∗`
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Figure 2.14: Change in the Z boson spin alignment resulting from aTGCs.

is exactly that of Z bosons produced in the SM. For aTGCs, these distributions change

to reflect the vector nature of the parent particle of the Z and photon in the final

state. Specfically, θ∗γ has a distribution such that dσ/d cos θ∗γ ∼ 1 + cos2 θ∗γ, since the

initial state photons and Zs involved in the aTGC coupling have primarily transverse

polarization. In contrast, angle of θ∗` will be distributed as dσ/d cos θ∗γ ∼ 1− cos2 θ∗γ,

or ‘longitudinally’ polarized [10, 23]. This effect is caused by the final state photon

being on shell, so the photon can only be transversely polarized [15]. Consequently,

the longitudinal mode of the Z boson becomes enhanced, since the total spin of the

final state must be that of the transversely polarized initial state, in the case of

aTGCs. Furthermore, since the CP conserving aTGCs mix with the standard model

final states there are angular correlations linear in the aTGCs, providing information

on the sign of the aTGC. This information is completely missing when looking only

at the photon pT distribution, which effectively integrates over these correlations [29].

In this thesis, a pT based aTGC analysis is used to set limits on anomalous triple

gauge couplings.
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Chapter 3

Experimental Setup

The Large Hadron Collider [30] (LHC) has been operating with high efficiency and

uptime for two years [31]. The center of mass energies achieved by the LHC, 7 TeV

and more recently 8 TeV, have allowed unprecedented kinematic reach in tests of the

Standard Model and searches for new physics beyond. The Compact Muon Solenoid

detector (CMS) [32] has operated concurrently with the LHC, collecting data from

the collisions produced by the LHC in order to make these measurements.

3.1 The Large Hadron Collider

CERN’s Large Hadron Collider (LHC) [30] and its experiments: CMS, ATLAS,

LHCb, and ALICE [32–35] represent the culmination of years of dedicated effort by

accelerator and particle physicists towards the understanding of our universe on the

smallest of distance scales. The LHC accelerator complex is located in Switzerland

and France, northwest of Geneva, Switzerland. The LHC made use of the pre-existing

tunnel from the LEP accelerator which had been decommisioned to make way for the

LHC.
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Figure 3.1: The layout and interconnections of the CERN accelerator complex. The LHC is the last stage in a multi-level
injector chain starting with linear accelerators. [36]
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Unlike LEP which was an electron-positron collider, the LHC is a proton-proton

collider. The reasoning behind this choice being that protons lose less energy as they

accelerate since they are more massive, giving a higher energy reach to the collider.

This choice is made a necessity when considering the LHC’s design energy of 7 TeV

per beam. If the LHC were an electron-positron collider instead, the leptons would

lose a factor of 11×1012 more energy than a proton for each orbit of the ring, making

acceleration of electrons impossible with this energy [37,38].

Another design decision was the choice to collide protons instead of protons and

antiprotons and is motivated by two reasons. First, achieving large bunch popu-

lations is straightforward with proton beams in terms of generating protons, while

achieving larger bunch populations of antiprotons is expensive and requires dedicated

machinery. Second, with the primary goal of the LHC being to study electroweak

symmetry breaking the benefits of using anti-protons are small as the Higgs boson

is produced primarily through gluon fusion in high-energy proton-(anti)proton and

the gluon PDFs of protons and anti-protons are the same. Therefore, since it more

cost effective and easier to provide higher luminosities with proton-proton collisions

and that they yield the same physics potential, LHC was designed as a symmetric

collider.

Due to issues with commissioning the superconducting magnets for the LHC and,

in particular, the protection system for those magnets, the LHC presently operates at

energies of up to 3.5 TeV and 4 TeV per beam in 2011 and 2012, respectively. While

the per-beam-energy is lower than the design energy, it still provides more than 3.5-4

times the kinematic reach of previous hadron colliders1. This increase in energy reach

makes the LHC a powerful tool for probing for new physics and testing the Standard

Model.

1The LHC will make progress towards achieving its design energy of 7 TeV per beam during the
long shutdown starting in 2013.
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As depicted in Figure 3.1, the LHC is the last accelerator in a complex chain of

accelerators. Each of of these accelerators provide some experimental functionality

in addition to providing beam for the LHC. The linear accelerators (linac) Linac2

provides protons at an energy of 50 MeV to the Proton Syncrotron Booster (PSB).

The radio frequency, RF, techniques used for accelerating and bunching the proton

or ion beams in the linac results in very long bunches compared to what is needed

by the LHC’s 25 nanosecond bunch spacing. In order to achieve the requisite bunch

length for the LHC, the bunches from the linacs are accelerated and simultaneously

split in the boosters, with the PSB splitting the input bunches into groups of four

bunches and accelerating them to 1.4 GeV. The booster then feeds into the Proton

Synchrotron (PS) where the bunches are twice split in two, accelerated to 26 GeV, and

then injected into the Super Proton Syncrotron (SPS). In the SPS, the bunches are

accelerated to 450 GeV and then injected into the LHC. Once in the LHC, the bunched

charged particles are captured by its 400 MHz radio frequency (RF) acceleration

system and contained in 2.5 ns wide RF ‘buckets’ that are organized with 25ns gaps

between them. In 2011 LHC running, every other RF bucket contains a proton

bunch, resulting in a bunch spacing of 50ns. The design specifications of the LHC

have consecutive RF buckets filled, resulting in 25 ns bunch spacing. The standard

LHC machine clock is 40.08 MHz, the LHC RF system runs at a higher frequency to

achieve small bunch lengths, keeping collision events well contained within the LHC

experiments and increasing luminosity. Once the beams are captured and found to

be stable, they are accelerated to their collision energies and made to collide.

The LHC machine and its experiments made extensive use of the pre-existing tun-

nel dug for the LEP collider. This created design challenges for the LHC, specifically

in terms of the size and power of magnets needed to direct the LHC’s proton beams.

Considering this need, along with that fact the same magnetic field cannot used to
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Figure 3.3: Cross-section of cryodipole (lengths in mm).

an important operation for the geometry and the alignment of the magnet, which is critical for the
performance of the magnets in view of the large beam energy and small bore of the beam pipe.
The core of the cryodipole is the “dipole cold mass”, which contains all the components cooled
by superfluid helium. Referring to figure 3.3, the dipole cold mass is the part inside the shrinking
cylinder/He II vessel. The dipole cold mass provides two apertures for the cold bore tubes (i.e. the
tubes where the proton beams will circulate) and is operated at 1.9 K in superfluid helium. It has an
overall length of about 16.5 m (ancillaries included), a diameter of 570 mm (at room temperature),
and a mass of about 27.5 t. The cold mass is curved in the horizontal plane with an apical angle of
5.1 mrad, corresponding to a radius of curvature of about 2’812 m at 293 K, so as to closely match
the trajectory of the particles. The main parameters of the dipole magnets are given in table 3.4.

The successful operation of LHC requires that the main dipole magnets have practically iden-
tical characteristics. The relative variations of the integrated field and the field shape imperfections
must not exceed ⇠10�4, and their reproducibility must be better than 10�4after magnet testing and
during magnet operation. The reproducibility of the integrated field strength requires close control
of coil diameter and length, of the stacking factor of the laminated magnetic yokes, and possibly
fine-tuning of the length ratio between the magnetic and non-magnetic parts of the yoke. The struc-
tural stability of the cold mass assembly is achieved by using very rigid collars, and by opposing
the electromagnetic forces acting at the interfaces between the collared coils and the magnetic yoke
with the forces set up by the shrinking cylinder. A pre-stress between coils and retaining structure

– 23 –

Figure 3.2: A schematic view of the construction of an LHC main dipole. All com-
ponents within the iron yoke (yellow shaded area) are cooled to a temperature of
1.9K.

bend the counter circulating proton beams in the same direction, the main bending

magnets of the LHC are dual bore superconducting magnets with opposing field di-

rections in each bore, as shown in Figure 3.2. The use of superconductors to carry

the current used for producing the magnetic fields is necessary since at the design

energy of 7 TeV per beam a current of 11850A is required to achieve the 8.33 T field

for adequate deflection in the proton beam’s path. Normal conducting current leads

and magnetic coils would make the design specifications impossible to achieve. The

other magnets in the LHC follow a similar dual bore design but have different field

configurations to meet various needs of controlling the LHC beams, such and beam

focusing and energy dispersion management.
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3.1.1 The Luminosity Frontier

The LHC also represents a significant increase in instantaneous luminosity, dL
dt

, com-

pared to previous hadron colliders like the Tevatron. This quality is very important

in the search for standard model and possible beyond standard model physics since it

directly influences the rate at which these events happen as demonstrated in equation

3.1.

dN

dt
=

dL
dt
σevent (3.1)

During the 7 TeV run in 2011, the LHC achieved a maximum instantaneous luminosity

of 3.6×1033cm−2s−1 [39], nearly an order of magnitude higher than the tevatron’s

record luminosity of 4.3×1032cm−2s−1 [40].

The instantaneous luminosity delivered by a collider can be calculated from equa-

tion 3.2.

L =
N2
b nbfrevγr
4πεnβ∗

F(ϑ) (3.2)

The numerator of this equation defines rate at which protons enter an interaction

region: Nb is the number of protons in an RF bucket, or a ‘bunch’, nb is the number

of colliding bunches at the interaction point, frev = 11.8 kHz the frequency at which

a proton bunch orbits the LHC when accelerated to 3.5 TeV, and γr is the relativistic

gamma factor, Ep/mp = 3730. The denominator is the tranverse geometrical cross

section of the luminous region at the interaction point: εn is the normalized emittance,

a measure of how quickly particles are leaving a bunch and thus it’s transverse width,

β∗ is a measure of the betatron oscillation envelope at the interaction point and can

be thought of as a focal length. Finally, there is one more relativistic correction

factor, F , defined in equation 3.3 that determines the reduction in the luminosity in

the case that the bunches are not colliding head on, i.e. a non-zero ‘crossing-angle’.

F(ϑ) =

√
1 +

(
ϑσz
2σ∗

)2

(3.3)
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Here, ϑ is the crossing angle itself, σz is the lab frame bunch length and σ∗ is the

bunch’s transverse width in the lab frame.
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of CMS are a high-field solenoid, a full-silicon-based inner tracking system, and a homogeneous scintillating-
crystals-based electromagnetic calorimeter.

The coordinate system adopted by CMS has the origin centered at the nominal collision point inside the experiment,
the y-axis pointing vertically upward, and the x-axis pointing radially inward toward the center of the LHC. Thus,
the z-axis points along the beam direction toward the Jura mountains from LHC Point 5. The azimuthal angle � is
measured from the x-axis in the x-y plane and the radial coordinate in this plane is denoted by r. The polar angle
✓ is measured from the z-axis. Pseudorapidity is defined as ⌘ = � ln tan(✓/2). Thus, the momentum and energy
transverse to the beam direction, denoted by pT and ET , respectively, are computed from the x and y components.
The imbalance of energy measured in the transverse plane is denoted by Emiss

T .

2 General concept
An important aspect driving the detector design and layout is the choice of the magnetic field configuration for the
measurement of the momentum of muons. Large bending power is needed to measure precisely the momentum of
high-energy charged particles. This forces a choice of superconducting technology for the magnets.

The overall layout of CMS [1] is shown in Fig. 1. At the heart of CMS sits a 13-m-long, 6-m-inner-diameter, 4-T
superconducting solenoid providing a large bending power (12 Tm) before the muon bending angle is measured
by the muon system. The return field is large enough to saturate 1.5 m of iron, allowing 4 muon stations to be
integrated to ensure robustness and full geometric coverage. Each muon station consists of several layers of alu-
minium drift tubes (DT) in the barrel region and cathode strip chambers (CSC) in the endcap region, complemented
by resistive plate chambers (RPC).

C ompac t Muon S olenoid

Pixel Detector

Silicon Tracker

Very-forward
Calorimeter

Electromagnetic
Calorimeter

Hadron
Calorimeter

Preshower

Muon
Detectors

Superconducting Solenoid

Figure 1: A perspective view of the CMS detector.

The bore of the magnet coil is large enough to accommodate the inner tracker and the calorimetry inside. The
tracking volume is given by a cylinder of 5.8-m length and 2.6-m diameter. In order to deal with high track
multiplicities, CMS employs 10 layers of silicon microstrip detectors, which provide the required granularity and
precision. In addition, 3 layers of silicon pixel detectors are placed close to the interaction region to improve the
measurement of the impact parameter of charged-particle tracks, as well as the position of secondary vertices. The
expected muon momentum resolution using only the muon system, using only the inner tracker, and using both
sub-detectors is shown in Fig. 2.

2

Figure 3.3: An overview of the CMS experiment, given to scale. [32]
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3.2 The Compact Muon Solenoid Experiment

The CMS Detector [32] is located in the French village of Cessy to the north of the

CERN main facilities. Naturally, it is located on one of the four instrumented interac-

tion regions of the LHC, colloquially known as ‘Point 5’2, where the beams are brought

into collisions. CMS’s counterpart and direct competition at the LHC is the ATLAS

detector, as both are general purpose particle physics detectors designed with the

goal of discovering new physics, such as the Higgs Boson [7] or Super-Symmetry [41],

along with a wide array of possible standard model physics applications. The design

of CMS is indicative of the advancements in detector design over the years, exploit-

ing combinations and new implementations of technologies from separate previous

experiments.

The innermost region of CMS is instrumented with silicon pixel and strip de-

tectors, to identify and measure the tracks of charged particles, out to a radius of

1.1m and is immersed in a magnetic field of 3.8 Tesla. Surrounding the tracker and

still within the magnetic field volume are the electromagnetic calorimeter (ECAL)

and hadronic calorimeter (HCAL) that measure the energy of electromagnetic or

strong charged particles that are not minimum-ionizing. This design choice allows

for accurate determination of electromagnetic and hadronic shower energies and hence

particle identification. The 3.8 T superconducting magnetic coil is not instrumented

for particle detection but is surrounded by muon chambers attached to a steel su-

perstructure ‘return yoke’ that returns and contains the magnetic field generated by

the coil. The muon chambers exploit the 2 T return field by measuring the further

bending of muons as they traverse the return yoke. A to-scale representation of the

CMS detector is given in Figure 3.3.

2ATLAS is located at Point 1, ALICE at Point 2 and LHCb at Point 8.
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3.2.1 CMS Geometry

The CMS detector is cylindrical and has three major subdivisions, a central barrel

region and two endcaps, each with an additional attachment containing instrumenta-

tion that requires proximity to the beam line. The detector is 14.6m in diameter and

21.6m in length. CMS uses a right handed Cartesian coordinate system with the ori-

gin located at the assumed interaction point at the center of the detector. However,

this is not necessarily the point at which a proton-proton collisions will occur since

the beam can be slightly off center to due alignment of the LHC. Furthermore, the

bunches have non-trivial transverse and longitudinal extent and an interaction may

take place anywhere within the volume where the colliding bunches overlap.

The CMS x-axis points towards the center of the LHC ring, the y-axis points

radially outwards from the earth’s center, and the z-axis is oriented along the anti-

clockwise beam direction. From this, we define the usual cylindrical coordinates,

r =
√
x2 + y2 and ϕ = arctan(x, y). The type of detector being used varies as r,

for particle identification purposes, and the detector is symmetric in ϕ. Particular

to hadron colliders, instead of using the polar angle from z-axis ϑ, the quantity

‘pseudorapidity’ (η) defines the second ‘angle’ in the coordinate system and is defined:

η = − ln tan
ϑ

2
(3.4)

This quantity is used since the distribution of nearly massless particles in η, is roughly

constant. The constituent detectors of CMS each have specific ranges in η. The

silicon tracker extends to |η| < 2.5 and the muon system to |η| < 2.4, changing

detector technology over the eta range 0.9 < |η| < 1.2. Both calorimeters are split

into ‘barrel’ and ‘endcap’ regions, with the ECAL covering |η| < 1.479 and 1.479 <

|η| < 3.0. However, since cabling and other services must reach the tracker, the

ECAL barrel and endcap are longitudinally separated at |η| = 1.479, causing poor
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EM shower containment in the region 1.4442 < |η| < 1.560. The HCAL has uniform

coverage for |η| < 3.0. Finally the Forward Hadron Calorimeter (HF) covers the

range 3.0 < |η| < 5.0 and allows CMS to have hermetic calorimetric coverage for

most of the solid angle as η = 5 corresponds to a polar angle of 13 milliradians from

the beam pipe.

3.2.2 Silicon Tracker

The CMS tracking detector [42] is composed of two primary components, the silicon

strip and silicon pixel trackers. Both operate using the same principles of deducing

the location of a charged particle in a collection of pixels or on a doped strip of silicon

using the ionization charge left by the incident particle. To achieve this, the sensors

are constructed as reversed-biased p-n diodes, which yield a detectable current when

the bias voltage across the diode is lowered by the ionization depositions. The use of

silicon-based detectors is critical to the operation of the CMS tracker since the small

thickness of the sensor results in very short charge collection times, allowing for fast

readout. Additionally, the use of silicon allows for high detector granularity, granting

excellent position resolution to reconstructed tracks, for a low cost in material. The

layout of the complete CMS tracking detector is given in Figure 3.4.

Pixel Detector

The pixel detector [42] is closest to the interaction region and experiences the largest

charged particle flux of the detectors in CMS. In order to not be overwhelmed by the

charged particle multiplicity, the pixel detector has fine granularity with 65.9 million

pixels covering an active area of roughly 1 m2. The pixel detector uses 100×150 µ

m2 pixels and has excellent position resolution, ≈ 10 µm in the r-ϕ plane and 20

µm in the r-z plane. The full detector comprises three concentric layers forming a
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fluence. Experimentally it is found that reverse annealing becomes insignificant for temperatures roughly below
0 °C [18].

The read-out chips employed in the CMS tracker are fabricated in standard 0.25 µm CMOS technology which
is inherently radiation hard due to the thin gate oxide (and special design rules). The lifetime of the silicon strip
tracker is therefore limited by the radiation damage to the silicon sensors. For efficient charge collection they
always need to be over-depleted, requiring bias voltages up to 500 V after 10 years of LHC operation. This reaches
the limit of the typical high voltage stability of current sensor layouts. Furthermore, the increased leakage currents
of the sensors will at some point lead to thermal runaway. All tests have shown that the silicon strip tracker
will remain fully operational for 10 years of LHC running. For the pixel detector on the other hand, which has
to survive even higher radiation doses, under-depleted operation is possible due to a different sensor layout. Its
lifetime reaches from at least 2 years at full LHC luminosity for the innermost layer to more than 10 years for the
third layer.

The ultimate position resolution of the pixel and strip sensors is degraded by multiple scattering in the material that
is necessary to precisely hold the sensors, to supply the electrical power (in total about 60 kW for the CMS tracker)
and to cool the electronics and the silicon sensors. Nuclear interactions of pions and other hadrons in this material
reduce significantly the tracking efficiency for these particles. In addition, this material leads to photon conversion
and bremsstrahlung which adversely affect the measurement accuracy of the electromagnetic calorimeter. It was
therefore a requirement to keep the amount of this material to a minimum.

4.1.2 Overview of the tracker layout
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Figure 30: Schematic cross section through the CMS tracker. Each line represents a detector module. Double lines
indicate back-to-back modules which deliver stereo hits.

A schematic drawing of the CMS tracker is shown in Fig. 30. At radii of 4.4, 7.3 and 10.2 cm, three cylindrical
layers of hybrid pixel detector modules surround the interaction point. They are complemented by two disks of
pixel modules on each side. The pixel detector delivers three high precision space points on each charged particle
trajectory. It is described in detail in Sect. 4.2. In total the pixel detector covers an area of about 1m2 and has 66
million pixels.

The radial region between 20 cm and 116 cm is occupied by the silicon strip tracker, which is described in detail in
Sect. 4.3. It is composed of three different subsystems. The Tracker Inner Barrel and Disks (TIB/TID) extend in
radius towards 55 cm and are composed of 4 barrel layers, supplemented by 3 disks at each end. TIB/TID delivers
up to 4 r-� measurements on a trajectory using 320 µm thick silicon micro-strip sensors with their strips parallel
to the beam axis in the barrel and radial on the disks. The strip pitch is 80 µm on layers 1 and 2 and 120 µm on
layers 3 and 4 in the TIB, leading to a single point resolution of 23 µm and 35 µm, respectively. In the TID the
mean pitch varies between 100 µm and 141 µm. The TIB/TID is surrounded by the Tracker Outer Barrel (TOB). It
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Figure 3.4: A cross section of the CMS Silicon Tracker, depicting its geometry in the
rz plane of the detector and demonstrating η coverage of the instrumented region. [32]

barrel region and two layers on each side forming endcaps. The total η coverage of

the pixels is −2.5 < η < 2.5, allowing the detection of tracks in a large portion of

the full solid angle. Additionally, the proximity of the pixels to the interaction region

allows for accurate and efficient identification of secondary vertices from particles

with non-trivial lifetimes, such as b-hadrons and τ leptons.
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Figure 43: Material budget of the pixel barrel in units of radiation length versus rapidity. The plot does not contain
contributions from the pixel support cylinder, the supply tube and cabling from the detector end flange to the supply
tube.

Figure 44: The FPix half-disk cooling channels mounted in the outer half-ring structure. The turbine-like geometry
is apparent. Panels are mounted on both sides of the cooling channels.
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Figure 3.5: The number of radiation lengths, x, of material in the CMS pixel detector
as a function of η. The immense data output and power usage of the pixel detector
requires, for its size, intensive cabling and cooling. [32]
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In the case of unconverted photons, which do not induce charge in the doped

silicon, the pixel detector is used to identify electrons that have not been fully recon-

structed and veto them. Due to the non trivial radiation length of the pixel detector,

traversing the detector can induce pair-production of electrons from real photons,

causing the photon to appear as though it is an electron since the pair-produced elec-

trons will leave tracks. One radiation length, X0, is the mean distance after which

the electron or photon loses 1/e of its original energy as given by equation 3.5.

E(x)/E0 = e−x/X0 (3.5)

The number of radiation lengths as a function of η in the pixel detector is given in

Figure 3.5.

Silicon Strip Tracker

From 20 cm < r < 110 cm the tracker uses silicon strip detectors organized into four

functional units: the Tracker Inner Barrel (TIB), Tracker Inner Disks (TID), Tracker

Outer Barrel (TOB) and Tracker EndCap (TEC) as depicted in Figure 3.4 [42]. The

tracker consists of 11.4 million silicon strips distributed over 210 m2 of silicon wafers.

Due to the distance from the interaction point, the granularity and resolution of the

tracker is less than that of the pixels. The TIB has a position resolution of 230 µm

and the TOB 530 µm. Since the tracker is within the 3.8T magnetic field of the

solenoid, the charged particles bend with radius of curvature R in the transverse

plane of the detector according to:

R =
pT
qB

(3.6)

where pT =
√
p2
x + p2

y. Since the tracking detector has excellent position resolution,

samples the charged tracks multiple times along their trajectories and is situated in
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a strong magnetic field, the momentum measurements derived from it have very high

resolution, given by:

σpT
pT

= (15pT ⊕ 0.5)%(TeV ), |η| < 1.6 (3.7)

σpT
pT

= (60pT ⊕ 0.5)%(TeV ), |η| = 2.5 (3.8)

This corresponds to 0.6% momentum resolution for a track with 40 GeV transverse

momentum, typical of tracks coming from the e and µ decays of Z bosons. The

momentum measurement resolution degrades as the track momentum becomes larger

since the track’s radius of curvature becomes larger and the track appears more

linear in the tracking volume. This causes the experimentally observed curvature to

be more and more subject to the position resolution of the detector as well as simply

not sampling enough of the track to accurately determine the track’s deviation from

linearity, resulting in larger errors on the reconstructed momentum, with errors of

1.2% at 200 GeV and 15% at 1 TeV using only the tracker.

has an outer radius of 116 cm and consists of 6 barrel layers of 500 µm thick micro-strip sensors with strip pitches
of 183 µm on the first 4 layers and 122 µm on layers 5 and 6. It provides another 6 r-� measurements with single
point resolution of 53 µm and 35 µm, respectively. The TOB extends in z between ±118 cm. Beyond this z range
the Tracker EndCaps (TEC+ and TEC- where the sign indicates the location along the z axis) cover the region
124 cm < |z| < 282 cm and 22.5 cm < |r| < 113.5 cm. Each TEC is composed of 9 disks, carrying up to 7 rings
of silicon micro-strip detectors (320 µm thick on the inner 4 rings, 500 µm thick on rings 5-7) with radial strips of
97 µm to 184 µm average pitch. Thus, they provide up to 9 � measurements per trajectory.

In addition, the modules in the first two layers and rings, respectively, of TIB, TID, and TOB as well as rings 1, 2,
and 5 of the TECs carry a second micro-strip detector module which is mounted back-to-back with a stereo angle
of 100 mrad in order to provide a measurement of the second co-ordinate (z in the barrel and r on the disks). The
achieved single point resolution of this measurement is 230 µm and 530 µm in TIB and TOB, respectively, and
varies with pitch in TID and TEC. This tracker layout ensures at least ⇡ 9 hits in the silicon strip tracker in the
full range of |⌘| < 2.4 with at least ⇡ 4 of them being two-dimensional measurements (Fig. 31). The ultimate
acceptance of the tracker ends at |⌘| ⇡ 2.5. The CMS silicon strip tracker has a total of 9.3 million strips and 198
m2 of active silicon area.

Figure 32 shows the material budget of the CMS tracker in units of radiation length. It increases from 0.4 X0 at
⌘ ⇡ 0 to about 1.8 X0 at |⌘| ⇡ 1.4, beyond which it falls to about 1 X0 at |⌘| ⇡ 2.5.
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Figure 31: Number of measurement points in the strip tracker as a function of pseudorapidity ⌘. Filled circles
show the total number (back-to-back modules count as one) while open squares show the number of stereo layers.
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Figure 32: Material budget in units of radiation length as a function of pseudorapidity ⌘ for the different sub-
detectors (left panel) and broken down into the functional contributions (right panel).
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Figure 3.6: The number of radiation lengths, x, of material in the CMS silicon tracker,
including the pixels, as a function of η. Regions with a large radiation length are prone
to generating converted photons. [32]

Finally, due to the large amount material necessary to support and read out the

information from the tracker, and the detectors themselves, the tracker forms up
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to 1.8 radiation lengths, with an average of 0.8, in the detector before reaching the

ECAL. Therefore, an electron will emit bremsstrahlung on average 55% of the time,

with a maximum of 83% depending on rapidity. Likewise, photons will pair produce

with equivalent rates before reaching the ECAL. This degrades the energy resolution

of electrons and photons when being measured by the ECAL, since energy is lost in

the tracker. Additionally for photons, this allows jets to fake photons more easily due

to the two electron tracks and wider ECAL deposit from the electron and positron

being separated by the magnetic field.

3.2.3 Electromagnetic Calorimeter

The CMS ECAL [43] is located immediately after the tracker at a radius from the

beamline of 1.2 m. The ECAL radiator comprises 76,832 lead tungstate (PbWO4)

crystals, which are transparent and allow light from electromagnetic showers to be

collected, integrating over the whole shower length. Lead tungstate is electronically

dense, resulting in a very short radiation length of 0.89 cm. Since the crystals are

also 23 cm long, all but the most energetic electrons and photons deposit all of their

energy via bremsstralung and electromagnetic pair production in the ECAL crystals

and none in the HCAL situated behind it. The readout electronics are located on the

‘back’ of each crystal, collecting all of the light emitted in the electromagnetic shower.

The readout electronics consist of solid state avalanche photodiodes in the barrel

region and radiation-hard vacuum phototriodes used in higher |η|, more ‘forward’,

regions where the radiation dose is higher.

The gross organizational structure of the CMS ECAL is given in Figure 3.7. The

ECAL is divided into the ECAL barrel (EB) in the range |η| < 1.4442, and the

endcaps (EE) and endcap preshower detector (ES) both in the range 1.566 < |η| <

3.0. The EB contains 61,200 crystals in 36 ‘supermodules’ (SM) 18 in ϕ for each
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half-barrel, each composed of 4 ‘modules’ segmenting the SM in η. The EE contains

7234 crystals per endcap organized into ‘supercrystals’ each with a varying number of

crystals. Lead tungstate has a density of 8.3 g cm−3 and a Molière radius (RM), the

transverse area that contains 90% of an EM shower in a given material, of 22 mm.

The EB crystals are rectangular prisms have the dimensions 22 mm×22 mm×230

mm, corresponding to 25.8 radiation lengths in longitudinal shower depth and 1 RM

in the transverse shower size. The EE crystals are trapezoidal in shape, having a

rear face of 30 mm×30 mm while the front face is as that of the barrel crystals. All

of the crystals in the ECAL point towards the center of the CMS detector so that

EM showers tend to be contained mostly within 3x3 sets of crystals as each crystal

is roughly one RM . The ES is composed of two layers of lead radiator interleaved

with perpindicularly oriented wafers of silicon strips to estimate the EM shower shape

before entering the more coarsely segmented EE with the goal of enhanced rejection

of π0 → γγ events [43].

The use of solid lead tungstate crystals allows for excellent position and timing

resolution. However, there is no longitudinal segmentation along the EM shower

which impedes the ability of the ECAL to determine the angle at which photons

enter the calorimeter. Each crystal contains most of a shower’s transverse profile and

the 0.89 cm radiation length induces showers quickly, with 80% of a shower’s final

light yield being produced within the first 25ns of interaction with the ECAL. This

results in excellent energy resolution given by:

( σ
E

)2

=

(
2.8%√
E

)2

+

(
0.12

E

)
+ (0.30%)2 (3.9)

The first term represents the statistical error coming from the stochastic nature of

electromagnetic shower evolution. The second term represents the error in the energy

measurement coming from electronic noise and a small contribution generated by
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but only four rows in � from a total of ten. The portion of the submodule load taken at the front by the cylindrical
plate is transmitted to the aluminium grids of the different modules via the conical webs interspaced between the
modules [72]. Each module is supported and positioned in the supermodule at the rear end through the grid by a
spine beam. The spine is provided with pads which slide into rails housed on the front face of the HCAL barrel,
allowing the installation and support of each single supermodule. The cylindrical plate in front of the supermodule
also provides the fixation of the monitoring system (see below) and the holes for its optical fibers.

All services, cooling manifolds and cables converge to a patch panel at the external end of the supermodule.
Eighteen supermodules, each covering 20� in �, form a half barrel.

The endcaps (EE) cover the rapidity range 1.479 < |⌘| < 3.0. The longitudinal distance between the interaction
point and the endcap envelope is 3 154mm, taking account of the estimated shift toward the interaction point by
1.6 cm when the 4 T magnetic field is switched on. The endcap consists of identically shaped crystals grouped
in mechanical units of 5⇥5 crystals (supercrystals, or SCs) consisting of a carbon-fibre alveola structure. Each
endcap is divided into 2 halves, or Dees. Each Dee holds 3 662 crystals. These are contained in 138 standard
SCs and 18 special partial supercrystals on the inner and outer circumference. The crystals and SCs are arranged
in a rectangular x-y grid, with the crystals pointing at a focus 1 300mm beyond the interaction point, giving off-
pointing angles ranging from 2 to 8 degrees. The crystals have a rear face cross section 30⇥30mm2, a front face
cross section 28.62⇥28.62mm2 and a length of 220mm (24.7 X0). The endcaps crystal volume is 2.90 m3 and
the weight is 24.0 t. The layout of the calorimeter is shown in Fig. 73.

Crystals in a
supermodule

Preshower

Supercrystals

Modules

Preshower

End-cap crystals

Dee

Figure 73: Layout of the CMS electromagnetic calorimeter showing the arrangement of crystal modules, super-
modules and endcaps, with the preshower in front.

The number of scintillation photons emitted by the crystals and the amplification of the APD are both temperature
dependent. Both variations are negative with increasing temperature. The overall variation of the response to
incident electrons with temperature has been measured in test beam [73] to be (�3.8 ± 0.4)%�C�1. The temper-
ature of the system has therefore to be maintained constant to high precision, requiring a cooling system capable
of extracting the heat dissipated by the read-out electronics and of keeping the temperature of crystals and pho-
todetectors stable within ±0.05�C to preserve energy resolution. The nominal operating temperature of the CMS
ECAL is 18 °C. The cooling system has to comply with this severe thermal requirement. The system employs
water flow to stabilise the detector. In the barrel, each supermodule is independently supplied with water at 18 °C.
The water runs through a thermal screen placed in front of the crystals which thermally decouples them from the
silicon tracker, and through pipes embedded in the aluminium grid, connected in parallel. Beyond the grid, a 9
mm thick layer of insulating foam (Armaflex) is placed to minimise the heat flowing from the read-out electronics
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Figure 3.7: The layout of the barrel ECAL (EB) and endcap ECAL (EE). The EB
crystals project towards the center of the detector to aid in reconstruction and uniform
containment of electromagnetic particles that stop in the calorimeter. [32]

energy depositions from additional soft interactions (pileup). The final term is derived

from intrinsic detector non-uniformities and calibration uncertainties. This results

in the ECAL yielding useable energy measurements over three orders of magnitude

from 1 GeV to 1 TeV, when EM showers begin to leak into the HCAL. Finally, the

crystals manifest radiation damage as a change in transparency, yielding non-uniform

scintillation light transmittance as a function of time. This is monitored and corrected

for using a laser calibration system that records the change in transparency during

the operation of the LHC [43].
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3.2.4 Hadronic Calorimeter

Outside the ECAL is the HCAL [44] which measures strongly interacting particles

by forcing them to interact with a dense material interleaved or embedded with a

scintillator. Additionally, it has the largest angular coverage of all the sub-detectors

of CMS and therefore plays a large role in the measurement of missing transverse

energy, since it samples very forward energy deposits.

For analyses which do not rely on direct measurement of the missing transverse

energy, the HCAL plays two additional important roles. First, the due to the large

radiation depth of the ECAL, electromagnetic objects leave no energy deposit and

so the absence of an HCAL deposit behind an electromagnetic deposit is indicative

of a deposit from a true electromagnetic object, rather than a hadronic object that

has interacted with a nucleus in the ECAL. Second, the large angular coverage of the

HCAL allows for a complete description of pileup energy depositions. The residual

effects of pileup such as an increase in the hadronic activity around and behind real

EM objects can then be estimated and subtracted out.

The three sub-detectors making up the HCAL are all sampling calorimeters and

their locations within the CMS detector are shown in Figure 3.8. The HCAL barrel

and endcap, HB and HE respectively, are made up of interleaved layers of brass ra-

diator and scintillating tiles to sample the shower as it forms. The forward hadron

calorimeter (HF) is made of steel plates embedded with quartz fibers to better with-

stand the high radiation doses at forward angles. The HB covers the angular region

|η| < 1.305 and the HE from 1.305 < |η| < 3.0. The HF covers the very forward

region from 3.0 < |η| < 5.0.

The number of interactions a charged hadron undergoes while traversing material

is characterized by the ‘interaction length’ λ0. Unlike the radiation length, λ0 is

related to the nuclear density of the material. It takes a large amount of material
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6 Hadron calorimeter
The CMS detector is designed to study a wide range of high-energy processes involving diverse signatures of final
states. The hadron calorimeters are particularly important for the measurement of hadron jets and neutrinos or
exotic particles resulting in apparent missing transverse energy [1].

Figure 88 shows the longitudinal view of the CMS detector. The dashed lines are at fixed ⌘ values. The hadron
calorimeter barrel and endcaps sit behind the tracker and the electromagnetic calorimeter as seen from the inter-
action point. The hadron calorimeter barrel is radially restricted between the outer extent of the electromagnetic
calorimeter (R = 1.77 m) and the inner extent of the magnet coil (R = 2.95 m). This constrains the total amount
of material which can be put in to absorb the hadronic shower. Therefore, an outer hadron calorimeter or tail
catcher is placed outside the solenoid complementing the barrel calorimeter. Beyond |⌘| = 3, the forward hadron
calorimeters placed at 11.2 m from the interaction point extend the pseudorapidity coverage down to |⌘| = 5.2
using a Cherenkov-based, radiation-hard technology. The following Sections describe these subdetectors in detail.

HF

HE

HB

HO

Figure 88: Longitudinal view of the CMS detector showing the locations of the hadron barrel (HB), endcap (HE),
outer (HO) and forward (HF) calorimeters.

6.1 Barrel design (HB)
The HB is a sampling calorimeter covering the pseudorapidity range |⌘| < 1.3. The HB is divided into two
half-barrel sections (Fig. 89), each half-section being inserted from either end of the barrel cryostat of the super-
conducting solenoid and subsequently hung from rails in the median plane. Since the HB is very rigid compared
to the cryostat, great care has been taken to ensure that the barrel load is distributed evenly along the rails [107].

Absorber geometry

The HB consists of 36 identical azimuthal wedges which form the two half-barrels (HB+ and HB–). The wedges
are constructed out of flat brass absorber plates (Table 7) aligned parallel to the beam axis. The numbering scheme
of the wedges is shown in Fig. 90. Each wedge is segmented into four azimuthal angle (�) sectors. The plates
are bolted together in a staggered geometry resulting in a configuration that contains no projective dead material
for the full radial extent of a wedge (Fig. 91). The innermost and outermost plates are made of stainless steel for
structural strength. The plastic scintillator is divided into 16 ⌘ sectors, resulting in a segmentation (�⌘,��) =
(0.087, 0.087). The wedges are themselves bolted together, in such a fashion as to minimize the crack between the
wedges to less than 2 mm.

The absorber (Table 8) consists of a 40-mm-thick front steel plate, followed by eight 50.5-mm-thick brass plates,
six 56.5-mm-thick brass plates, and a 75-mm-thick steel back plate. The total absorber thickness at 90� is 5.82
interaction lengths (�I ). The HB effective thickness increases with polar angle (✓) as 1/ sin ✓, resulting in 10.6 �I

at |⌘| = 1.3. The electromagnetic crystal calorimeter [68] in front of HB adds about 1.1 �I of material.
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Figure 3.8: The layout of the various components of the CMS hadronic calorimetery.
The Barrel HCAL (HB) and Endcap ECAL (HE) cover up to η < 3.0. The Outer
HCAL (HO) helps to measure showers which are not contained by HB or HE. The
Forward HCAL (HF) covers 3.0 < |η| < 5.0, making the HCAL nearly hermetic in
solid angle. [32]

to create a hadronic calorimeter that contains the entirety of an energetic hadronic

shower. Similar to a radiation length, an interaction length is the corresponding

metric for hadronic interactions giving the number of interactions a particle will

undergo, as given by the energy loss. Since the interaction length is governed by

nuclear interactions, the showers generated in the radiating material of the calorimeter

will be extended over a long distance, increasing the time needed for light collection.

In the case of a sampling calorimeter, this increases the dependence of the measured

energy of the shower on its stochastic evolution within the calorimeter.

In the case of the HB and HE, the particles produced in nuclear interactions of

hadronic particles with the brass radiator pass through the interleaved scintillating

material to produce light. The collected light is used as an estimate of the energy

of the shower. For the HF, Cherenkov radiation from the particles in the evolving
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shower traversing quartz fibers is used as the energy estimate. These two methods

of estimating the energy in the shower yield different energy resolutions, which are

given in Equations 3.10 and 3.11:( σ
E

)2

=

(
90%√
E

)2

+ (4.5%)2 HB and HE (3.10)

( σ
E

)2

=

(
172%√
E

)2

+ (9.0%)2 HF (3.11)

Here, the first term in each equation is the stochastic term in the resolution, which is

considerably larger than that of the ECAL, and the constant term is due uncertainties

in calibration.

3.2.5 Muon Detectors

Situated furthest from the interaction region are the CMS muon detectors [45]. They

are placed after the calorimeters and the solenoid and serve the primary function

of accurately tagging muons. Muons are minimum ionizing particles and do not

deposit much of their energy in the calorimeters, allowing them to leave the inner

CMS detectors. The muon detectors also serve as tracking detectors in the return

field of the CMS magnet, giving enhanced resolution at large transverse momentum,

as seen in Figure 3.10. The muon system is composed of three subsystems, the drift

tubes (DT), the resistive plate chambers (RPC) and cathode strip chambers (CSC).

Each subsystem’s layout can be seen in Figure 3.9 and the subsystems used vary as

a function of η depending on the expected rates of muon and background particles

from the LHC.

The DT comprise the barrel region of the muon system, covering the pseudorapid-

ity region −1.2 < η < 1.2. The CSCs form the two endcaps of the system, covering

0.9 < |η| < 2.4. The RPCs cover the region −1.6 < η < 1.6 and provide redun-

dancy as well as significantly more accurate timing. The central detectors operate in
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1

1 Introduction
The primary aim of the Compact Muon Solenoid (CMS) Collaboration is to discover physics
underlying electro-weak symmetry breaking with the favoured mechanism being the Higgs
mechanism. Many diverse experimental signatures from other potential new physics should
also be detectable. In order to cleanly detect these signatures the identification and precise
energy measurement of muons, electrons, photons and jets over a large energy range and at
high luminosities is essential.

In this paper we report on the performance of muon reconstruction, identification, and trig-
gering evaluated using the data collected by the CMS detector at the Large Hadron Collider
(LHC) at CERN during 2010. During that period the CMS experiment recorded a sample of
events produced in proton–proton collisions at a centre-of-mass energy of

p
s = 7 TeV with an

integrated luminosity of 40 pb�1. Muon reconstruction in CMS has been previously studied
in great detail using muons from cosmic rays [1, 2]. The first studies using 60 nb�1 of 2010
proton–proton collision data were reported in Ref. [3].
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Figure 1: Longitudinal layout of one quadrant of the CMS detector. The four DT stations in the
barrel (MB1–MB4, green), the four CSC stations in the endcap (ME1–ME4, blue), and the RPC
stations (red) are shown.

A detailed description of the CMS detector can be found in Ref. [4]. A schematic view of the
detector is shown in Fig. 1. Muon reconstruction is performed using the all-silicon inner tracker
at the centre of the detector immersed in a 3.8 T solenoidal magnetic field, and with up to four
stations of gas-ionization muon detectors installed outside the solenoid and sandwiched be-
tween the layers of the steel return yoke. The inner tracker is composed of a pixel detector and
a silicon strip tracker, and measures charged-particle trajectories in the pseudorapidity range
|h| < 2.51. The muon system covers the pseudorapidity region |h| < 2.4 and performs three

1A right-handed coordinate system is used in CMS, with the origin at the nominal collision point, the x axis
pointing to the centre of the LHC ring, the y axis pointing up (perpendicular to the LHC plane), and the z axis along
the anticlockwise-beam direction. The pseudorapidity h is defined as h = � ln tan(q/2), where cos q = pz/p. The
radius r is the distance from the z axis; the azimuthal angle f is the angle relative to the positive x axis measured in
the x-y plane.

Figure 3.9: An rz cross section of the CMS muon system, demonstrating the η
coverage and overlap of all constituent subsystems. [46]

a relatively stable 2 T return field oriented in the opposite z-direction of the main

solenoidal field of CMS. The forward detectors operate within the point of the flux

return where the magnetic field is rapidly varying in magnitude and direction as a

function of distance from the interaction region. This results in worse pT resolution,

as demonstrated in Figure 3.10 not only because of the larger amount of material

traveled, but also since the track is less perpendicular to the solenoidal magnetic

field. Despite containing a non-uniform magnetic field, the endcap muon system can

still improve the momentum measurement of high pT muons.

Drift Tubes

The drift tube system makes up the instrumented volume between the steel layers of

the return yoke in the barrel. The full chambers consist of multiple drift tubes, each

containing an anode wire and two cathode strips on either side, as in Figure 3.11. As

the particles traverse the drift tube, they ionize the gas in the tube and the ionized
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The electromagnetic calorimeter (ECAL) uses lead tungstate (PbWO4) crystals with coverage in pseudorapidity
up to |⌘| < 3.0. The scintillation light is detected by silicon avalanche photodiodes (APDs) in the barrel region
and vacuum phototriodes (VPTs) in the endcap region. A preshower system is installed in front of the endcap
ECAL for ⇡0 rejection. The energy resolution of the ECAL, for incident electrons as measured in a beam test, is
shown in Fig. 3; the stochastic (S), noise (N), and constant (C) terms given in the figure are determined by fitting
the measured points to the function

(
�

E
)2 = (

Sp
E

)2 + (
N

E
)2 + C2 . (1)

The ECAL is surrounded by a brass/scintillator sampling hadron calorimeter (HCAL) with coverage up to |⌘| <
3.0. The scintillation light is converted by wavelength-shifting (WLS) fibres embedded in the scintillator tiles
and channeled to photodetectors via clear fibres. This light is detected by photodetectors (hybrid photodiodes, or
HPDs) that can provide gain and operate in high axial magnetic fields. This central calorimetry is complemented
by a tail-catcher in the barrel region (HO) ensuring that hadronic showers are sampled with nearly 11 hadronic
interaction lengths. Coverage up to a pseudorapidity of 5.0 is provided by an iron/quartz-fibre calorimeter. The
Cerenkov light emitted in the quartz fibres is detected by photomultipliers. The forward calorimeters ensure full
geometric coverage for the measurement of the transverse energy in the event. An even higher forward coverage
is obtained with additional dedicated calorimeters (CASTOR, ZDC, not shown in Fig. 1) and with the TOTEM [2]
tracking detectors. The expected jet transverse-energy resolution in various pseudorapidity regions is shown in
Fig. 4.

The CMS detector is 21.6-m long and has a diameter of 14.6 m. It has a total weight of 12 500 t. The ECAL
thickness, in radiation lengths, is larger than 25X0, while the HCAL thickness, in interaction lengths, varies in the
range 7–11 �I (10–15 �I with the HO included), depending on ⌘.
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Figure 2: The muon momentum resolution as a function of the momentum (pT ) using the muon system only, the
inner tracking only, and both. Left panel: |⌘| < 0.8, right panel: 1.2 < |⌘| < 2.4.

3

Figure 3.10: The momentum resolution of muons using the three possible choices of
momentum measurements, from the silicon tracker alone, the muon system alone and
the combined tracking fit of the silicon track and muon systems. Note the improved
momentum measurement at large pT from including the muon system. [32]

atoms are collected by the anode, creating a detectable electronic pulse. Since the

electric field generated by the anode of the square drift tube in the return field is well

known, the arrival time and shape of the electronic pulse can be interpreted as the

distance of the charged particle from the anode wire. To measure the charge particle’s

track over the full chamber, there are multiple drift tubes measuring this distance

organized into to two layers in the chamber. The spatial resolution of a DT chamber is

100 µm in the r-ϕ place, and 150 µm in the z direction, with a drift time of 386 ns and

timing resolution of 3.8 ns using 3 consecutive staggered drift cells, estimated using

test beam data. The high timing resolution is important for triggering and allows for

accurate assignment of identified muons to correct bunch crossings, since bunches are

spaced 50ns apart in 2011 running and 25ns apart in LHC design specifications. These

measurements can then be turned into a 3+1 dimensional line segment, representing
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the direction and timing of the particle as it traversed the chamber. Finally, since

there are four ‘stations’ of chambers, as depicted in Figure 3.9, the evolution of the

track’s direction over the whole DT system can be measured. From this ensemble of

information, the muon’s track can be reconstructed as it traverses the DT system.

Figure 160: Radial (Br) and longitudinal (Bz) components of the CMS magnetic field in the regions where the
barrel chambers are placed as a function of the position along the beam direction (the centre of the detector is
at z=0). Vertical bands indicate the separation between chamber wheels (in these particular regions Bz becomes
significant). The biggest Br values (0.7–0.8 T) occur in the MB1 region near the endcaps.
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Figure 161: Simulation of the distortion produced in
the drift lines by a 0.5 T magnetic field parallel to the
wires.

Figure 162: Drift velocity for several magnetic fields
for perpendicular (0�) and inclined (15�) tracks.
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Figure 3.11: A schematic representation of a single drift tube in one cms drift tube
chamber. The position of charged particles traversing the chamber is inferred from
the ‘charge radius’ of ionized particles that drift towards the anode wire. [32]

Cathode Strip Chambers

The cathode strip chamber system in CMS covers the forward endcap disks of the

detector. The change in detector technology is motivated by the higher particle flux,

in terms of muons and muon backgrounds, encountered at more forward angles. CSCs

have faster refresh times with signal pulses lasting 150 ns, accomodating a higher rate.

To determine the position and timing of a charged particle that traverses the CSC

system, two methods are exploited simultaneously. A schematic representation of

these methods is given in Figure 3.12.

The strips of the CSCs function by measuring a charge pulse being induced on

copper strips that is collected over time to determine the position on the strip with

a resolution of better than 100 µm, depending on the strip size. However, due to

the spatial extent of the strips, the timing resolution from this alone is very poor,

greater than 25 ns, and cannot be used for precision timing. To augment this, the

timing information from the anode wires is used yielding timing resolution of 15 ns
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Figure 176: The ME2 station of CSCs. The outer ring consists of 36 ME2/2 chambers, each spanning 10� in �,
and the inner ring of eighteen 20� ME2/1 chambers. The chambers overlap to provide contiguous coverage in �.

Figure 177: Layout of a CSC made of 7 trapezoidal
panels. The panels form 6 gas gaps withplanes of
sensitive anode wires. The cut-out in the top panel
reveals anode wires and cathode strips. Only a few
wires are shown to indicate their azimuthal direction.
Strips of constant �� run lengthwise (radially). The
144 largest CSCs are 3.4 m long along the strip direc-
tion and up to 1.5 m wide along the wire direction.

Figure 178: A schematic view of a single gap illus-
trating the principle of CSC operation. By interpo-
lating charges induced on cathode strips by avalanche
positive ions near a wire, one can obtain a precise lo-
calisation of an avalanche along the wire direction.
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Figure 176: The ME2 station of CSCs. The outer ring consists of 36 ME2/2 chambers, each spanning 10� in �,
and the inner ring of eighteen 20� ME2/1 chambers. The chambers overlap to provide contiguous coverage in �.

Figure 177: Layout of a CSC made of 7 trapezoidal
panels. The panels form 6 gas gaps withplanes of
sensitive anode wires. The cut-out in the top panel
reveals anode wires and cathode strips. Only a few
wires are shown to indicate their azimuthal direction.
Strips of constant �� run lengthwise (radially). The
144 largest CSCs are 3.4 m long along the strip direc-
tion and up to 1.5 m wide along the wire direction.

Figure 178: A schematic view of a single gap illus-
trating the principle of CSC operation. By interpo-
lating charges induced on cathode strips by avalanche
positive ions near a wire, one can obtain a precise lo-
calisation of an avalanche along the wire direction.
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Figure 3.12: The layout of a cathode strip chamber in CMS. The figure on the
right demonstrates how the traversing particle’s position and timing are deduced by
induced and deposited charge in the chamber. [32]

for a single plane. This, in addition to finer granularity compared to the DT system,

allowing for considerably higher fluxes through the detector without performance loss.

Additionally, the CSCs achieve good spatial and timing resolution of less than 100

µm and 7 ns, respectively, using a whole chamber. To construct a 3D representation

of the muon track as it passes through the chamber, there are 6 layers of strips and

wires in a CSC. The CSCs are organized into four layers (stations) of concentric

rings of chambers. The most important of part of these stations being the portion of

innermost station, ‘ME 1/1’ that is situated directly behind HE, within the strong

magnetic field, and allows the transverse momentum to be measured more accurately

than using only the fringe field in the stations more distant from the interaction

region.
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Resistive Plate Chambers

RPCs are used over a wide η range in CMS from −1.6 < η < 1.6 and contribute

excellent timing resolution to the muon system’s measurements. The RPCs are con-

structed of two highly resistive electrodes and a layer of readout strips immersed in

a thin layer of inert gas, as shown in Figure 3.13. As charged particles traverse the

RPC, the gas is ionized and releases electrons which then, due to the 9 kV electric

field in the RPC, ionize more atoms, releasing more electrons in an ‘avalanche’. These

avalanches of electrons are collected on a cathode pad and used to deduce the timing

and position of the incident particle. Due to the compact design, simple readout

and high voltages used in the RPC the timing resolution is small and less than one

nanosecond.

8.3 Resistive Plate Chamber system
Resistive Plate Chambers (RPC) are gaseous parallel-plate detectors that combine adequate spatial resolution with
a time resolution comparable to that of scintillators [158, 159]. An RPC is capable of tagging the time of an
ionising event in a much shorter time than the 25 ns between 2 consecutive LHC bunch crossings (BX). Therefore,
a fast dedicated muon trigger device based on RPCs can identify unambiguously the relevant BX to which a muon
track is associated even in the presence of the high rate and background expected at the LHC. Signals from such
devices directly provide the time and position of a muon hit with the required accuracy. A trigger based on RPCs
has to provide the BX assignment to candidate tracks and estimate the transverse momenta with high efficiency in
an environment where rates may reach 103 Hz/cm2.

The CMS RPC basic double-gap module consists of 2 gaps, hereafter referred as up and down gaps, operated in
avalanche mode with common pick-up read-out strips in between (Fig. 194) [160, 161]. The total induced signal
is the sum of the 2 single-gap signals. This allows the single-gaps to operate at lower gas gain (lower high voltage)
with an effective detector efficiency higher than for a single-gap. Table 17 lists the basic construction and operating
parameters of the CMS double-gap RPCs.

Figure 194: Layout of a double-gap RPC.

Table 17: Basic construction parameters.

Bakelite thickness 2 mm
Bakelite bulk resistivity 1–2 ⇥1010 ⌦·cm
Gap width 2 mm

Extensive ageing tests have been performed over the past years with both neutron and gamma sources to verify
long term detector performance in the LHC background environment [162, 163]. Results confirm that over a
period equivalent to 10 CMS-operation years, no efficiency degradation is expected while all other characteristic
parameters stay well within the project specifications. Six layers of RPC chambers will be embedded in the barrel
iron yoke, 2 located in each of the first and second muon stations and 1 in each of the 2 last stations. The redundancy
in the first 2 stations will allow the trigger algorithm to perform the reconstruction always on the basis of 4 layers,
even for low pT particles, which may stop inside the iron yoke. In the endcap region, the baseline design foresees
the instrumentation of the iron disks with 4 layers of RPCs to cover the region up to ⌘ = 2.1. However, in the
first phase, due to budget limitations, only 3 layers up to ⌘ = 1.6 will be built. In addition, the background rate in
the high ⌘ region is significantly higher, well beyond the limit reached during the ageing test. Additional R&D to
certify the detector performance under such conditions is ongoing.

8.3.1 Detector layout

Barrel system In the barrel iron yoke, the RPC chambers form 6 coaxial sensitive cylinders (all around the beam
axis) that are approximated with concentric dodecagon arrays arranged into 4 stations (Fig. 195).

In the first and second muon stations there are 2 arrays of RPC chambers located internally and externally with
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Figure 3.13: Resistive Plate Chambers are of significantly simpler design than the DTs
or CSCs and are used as a robust redundant system to the other muon subsystems.
The detector operates in a similar manner to the wires of the CSCs and have a timing
resolution of roughly 1 ns. [32]

Since the design configuration of the LHC specifies 25 ns bunch spacing the re-

quirements on timing of the CMS muon system are exceptionally stringent given the

distance of the detectors from the interaction point. The excellent timing resolution

of the RPCs significantly improves the CMS detector’s ability to assign a detected

muon to a specific collision in the LHC. However, since the RPCs do not give 3D in-
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formation about the trajectory of the muon passing through them and the subsystem

has a comparatively poor spatial resolution of 1 cm; the momentum and spatial reso-

lution are correspondingly worse than that of the DT or CSC subsystems if only the

RPC system is used to measure a muon’s momentum. To measure the best estimate

of a muon’s momentum and timing the systems must be used collectively.

3.2.6 Trigger

The total rate of interactions at the LHC can be calculated as follows:

dN

dt
=< NPU > σpp→X

dL
dt

(3.12)

where < NPU > is the average number of simultaneous collisions per bunch crossing

and σpp→X is the total inelastic cross section for proton-proton collistions at 7 TeV,

68.3 mb. This results in a total collision rate, at the design parameters of the LHC

[30], of 1 GHz. The average size of an event at design luminosity, including all

detector information, is 1 MB [47]. The average size event size in 2011 running

was 300 kB/event. This would yield a information rate of 1 PB s−1 for the design

luminosity of the LHC, which obviously cannot all be archived for analysis. To meet

the challenge of achieving an acceptable rate of data that also contains physically

useful information, a multi-tiered and highly configurable triggering system is used

by the CMS Experiment. The major division in the trigger is between the level-one,

‘L1’, trigger and higher level trigger, ‘HLT’. The ‘L1’ trigger reduces the input rate

of events from 1 GHz to less than 100 kHz for real-time processing by the HLT which

then reduces the rate to 300-600 Hz using simplified or even the same reconstruction

techniques used in the full, offline, reconstruction. The events selected by the HLT

are stored for later offline analysis.
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Level-1 Trigger

The L1 trigger is composed of dedicated electronics that perform real-time, pipelined

physics calculations with a total latency of 3.2 µs3 [48] at the rate of the LHC clock,

40.08 MHz. As mentioned previously, the L1 trigger serves to reduce the data rate by

six orders of magnitude to 100 kHz. Due to the high input data rate, the L1 trigger

cannot use the information from the silicon trigger, since it cannot be read out quickly

enough, and relies soley on the information of the calorimeters and muon systems.

The L1 trigger achieves this goal by using embedded reconstruction and identification

algorithms to loosely select events with possibly interesting physics. Specfically, the

L1 trigger identifies muons, electromagnetic objects4, missing transverse energy (ET/ ),

jets, and τs as well as combinations of any of these objects.

CMS Trigger TDR 1   General Overview

7
                                                                                                                                                                     

 

subsystems representing the 3 different muon detector systems, the Drift Tube Trigger in the
barrel, the Cathode Strip Chamber (CSC) trigger in the endcap and the Resistive Plate Chamber
(RPC) trigger covering both barrel and endcap. The L1 muon trigger also has a global muon trigger
that combines the trigger information from the DT, CSC and RPC trigger systems and sends this
to the L1 global trigger. A diagram of the L1 trigger system is shown in Fig. 1.2.

The data used as input to the L1 trigger system as well as the input data to the global
muon trigger, global calorimeter trigger and the global trigger are transmitted to the DAQ for
storage along with the event readout data. In addition, all trigger objects found, whether they were
responsible for the L1 trigger or not, are also sent. The decision whether to trigger on a specific
crossing or to reject that crossing is transmitted via the Trigger Timing and Control system to all
of the detector subsystem front end and readout systems.

1.4.2 Calorimeter Trigger
The calorimeter trigger begins with trigger tower energy sums formed by the ECAL,

HCAL and HF upper level readout Trigger Primitive Generator (TPG) circuits from the individual
calorimeter cell energies. For the ECAL, these energies are accompanied by a bit indicating the
transverse extent of the electromagnetic energy deposit. For the HCAL, the energies are
accompanied by a bit indicating the presence of minimum ionizing energy. The TPG information
is transmitted over high speed copper links to the Regional Calorimeter Trigger (RCT), which finds
candidate electrons, photons, taus, and jets. The RCT separately finds both isolated and non-
isolated electron/photon candidates. The RCT transmits the candidates along with sums of
transverse energy to the Global Calorimeter Trigger (GCT). The GCT sorts the candidate electrons,
photons, taus, and jets and forwards the top 4 of each type to the global trigger. The GCT also
calculates the total transverse energy and total missing energy vector. It transmits this information

Fig. 1.2: Overview of Level 1 Trigger
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Figure 3.14: A diagramatic representation of the information into, within and out
of the CMS Level-1 Trigger System which is used to reject the majority of of the
uninteresting collisions at the LHC. [48]

31-1.5 µs is used for calculations, the rest is for cable delays.
4Electrons and photons appear the same at L1 due to the lack of tracking information.
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The flow of information in the L1 trigger is depicted in Figure 3.14. Each sub-

system, with the exception of the CSCs, contributes all of its information to the

L1 trigger decision. The calorimeter information is first processed by the regional

calorimeter trigger (RCT) which looks for the signatures of electromagnetic deposits

and jets, dividing the detector into 5×5 ‘towers’ of ECAL crystals and single units of

HCAL readout channels and performing energy sums in 4×4 regions of these towers.

The Global Calorimeter Trigger (GCT) receives from the RCT information describ-

ing eight electromagnetic energy deposits and four jets. This information is sorted

then used to calculate detector wide energy sums and coarse estimates of the missing

transverse energy.

The DT and RPC muon triggers each, in real time, use the recorded waveforms

from ionization deposits to find the patterns of hits consistent with muons coming

from the interaction region. In the case of the RPC subsystem this is always done

looking at an entire station to find a set of hits. The DT subsystem can look for

these patterns first at the chamber level, since their chambers contain multiple drift

tubes, creating ‘segments’. The CSC subsystem has additional step of a chamber-

level pre-trigger on the cathode strips. This pretrigger means a CSC will only be

read out if a configurable number of layers, normally 3, of cathode strips are active.

After pre-triggering two segments per chamber are found with dedicated hardware.

The segments are then sorted per station in units of 30 or 60 degree ‘sectors’ by

quality criteria5. Then, for both the DT and CSC subsystems, patterns of segments

are combined together to find and measure tracks. The subsystem-level triggers

are merged together to create a ‘global’ interpretation of muons for the entire muon

system, allowing explotation of the overlap between sub-detectors and the information

reconstructed by each trigger. Finally, the information from the calorimetry and muon

5Number of hit anode and cathode layers and coincidence.
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system are combined in the Global Trigger to provide configurable triggering based on

possibly complex mixed event topologies, consisting of calorimetric and muon data.

High Level Trigger

The last level of event selection before the event is considered fully selected and

written to disk for further analysis offline is the HLT. The HLT uses a computing

farm to reconstruct events using software based algorithms to filter out events tagged

as interesting by the L1 trigger but are in reality jet-fakes from QCD and other

backgrounds. Notably, unlike previous experiments, there is no dedicated ‘level two’

trigger that attempts to reduce the rate further before the final HLT reconstruction.

Instead, to reduce the overall CPU usage, the HLT retains a pipelined structure and

stops executing a decision ‘path’ when a step in that path fails. The L1 trigger

completely determines which HLT decision paths will be run. If there are only muons

present in the event and no interesting electromagnetic deposits then only muon

reconstruction algorithms will be run.

The HLT gains most of its rejection power and selection efficiency from the abil-

ity to include tracking information due to the significantly lower input rate to the

HLT, allowing the tracker to be read out. For example, until the final stages of the

HLT, muons are treated only using the information from the muon system. Once the

muon-system-only tracks are matched with their corresponding tracks in the tracker

and reevaluated, the resolution improves by nearly an order of magnitude as can be

seen in Figures 3.10 and 3.15. This allows the HLT to very efficiently select high

pT muons, which is of paramount importance for selecting the signatures of elec-

troweak bosons. These same optimizations and improvements coming from inclusion

of tracking information apply to the identification of electrons in the trigger, supply-

ing improved energy resolution and better jet rejection. Particularly in the case of
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15.7.2 HLT Monitoring

A crucial aspect of the filtering process is the monitoring of the performance of the HLT and its proper
functioning. Both tasks can be achieved by analyzing online, and in some cases directing to storage,
events that fail the HLT selection. For this purpose at least 1 Hz of events that have failed the HLT will be
written to storage. These events will be analysed in near real-time, to identify rapidly any malfunctions in
the algorithms or the processors in the Filter Farm. 

The online analysis will also be based on statistics accumulated by the HLT process in each Filter Unit.
The latter will report key performance parameters, like the fraction of events accepted on each trigger
path, at regular intervals. Close monitoring of such quantities, as well as histogramming of select kine-
matic quantities and topological properties of the objects selected, will be used to monitor the correct
functioning of the HLT. More details on monitoring the Filter Farm and the High-Level Trigger can be
found in Chapter 16, "Computing Services".

Figure 15-80   Efficiency for single muons to pass (a) the Level-2 and (b) the Level-3 muon trigger as a function
of the generated PT for a PT threshold of 40 GeV/c, with and without an alternating 0.5 mrad rotation of the bar-
rel rings. 
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Figure 3.15: The improvement in the muon momentum resolution when including
the information from the silicon tracker in the High Level Trigger for different muon
system alignment scenarios. Note that the muon resolution improves by nearly an
order of magnitude when including the silicon tracker information. [47]

selecting Z bosons, the CMS trigger can be configured to trigger on pairs of muons or

pairs of electrons. Since high pT lepton pairs are rare and difficult to fake, the energy

thresholds on these objects can be kept very low even for very high luminosities, pro-

viding a rich baseline dataset to study the production of Zγ with muon and electron

decays.
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Chapter 4

Event Simulation

Physicists’ present knowledge of Electroweak Theory and QCD allows a precise de-

scription of fundamental interactions. However, at the LHC, the presence of high

energy colored partons in the interaction requires the understanding of processes

with additional energetic QCD radiation, creating considerably more complex final

states. While the Matrix Elements for processes are still integrable and treatable

using equation 2.2, the initial and final states become complex to the point that

an analytical treatment becomes nearly impossible, requiring the use of numerical

techniques to evaluate the full integral. Furthermore, the statistical interpretation

of many processes in detector physics such as shower stochastics, energy loss, and

detector noise are easily implemented and considerably more useful in the context

of numerical simulations. The most widely used and flexible of these techniques are

known as ‘Monte Carlo’ (MC) algorithms [49], due to their reliance on random num-

bers and non-deterministic behavior. The core idea of these algorithms is that the

function being randomly sampled has a ‘stable distribution’ to which the statistical

estimate of that function will converge, given enough sampling. These methods, in

concert with the theoretical descriptions of fundamental interactions and interactions
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of particles with material provide a complete and accurate simulation of particle

physics detectors and the interactions they observe. This allows a wide array of

studies to be performed and realistic comparison of theoretical models to data.

4.1 Phase Space Integration and Event

Generators

In order to calculate the integral of a matrix element, and thus determine the cross

section of a given process, the multidimensional volume that comprises all sets of

momenta accesible to the process, or ‘phase space’, must be determined. For the MC

treatment, this corresponds to sampling an n-dimensional cube of random numbers,

where n is the number of free parameters in the integrand, and assigning to each

point a weight given by the integrands’ value and a volume. In the case of calculating

cross sections, the integrand typically corresponds to a parton level matrix element,

i.e. something that can be represented by Feynman Diagrams. If the matrix element

being integrated has a peaked shape or sharp edges, due to a resonance, kinematic

cut, or proximity to a singularity, blind random sampling becomes inefficient and

techniques known as ‘importance sampling’ [50] must be used to calculate accurate

integrals. These computational methods together allow the simultaneous calculation

of total and differential cross sections, since the differential cross section is simply the

sampled phase space points projected along some chosen variable. This provides a

powerful tool in terms of the validation of theory, since the full sets of four momenta of

a given final state are provided, and allows any distribution of interest to be calculated

and compared to data.

In order to generate events, the same MC techniques are exploited in a two phase

procedure. First the distribution that the events are generated from must be deter-
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mined. This is exactly equivalent to the phase space integration, except that during

the sampling of the phase space the maximum weight encountered is saved. Then the

distribution is sampled again and the ratio of a given event’s weight to the maximum

weight is used define a survival probability. A random number on the unit interval

is drawn and the sampled event is saved or rejected if the random number is below

or above the survival probability. This technique is known as ‘unweighting’ [51] and

by construction yields a collection of events that have exactly the distribution of the

integrand, but with each event having unit weight. In high energy physics, unweight-

ing is exceptionally useful since it reflects the manner in which events are produced

in nature, and allows statistical techniques to be applied per-event without the need

to account for intra-event correlations that are encoded in phase space weights.

4.1.1 Matrix Element Generators

Matrix Element Generators are programs which implement phase space integrals of

matrix elements and include the effects of parton distribution functions and possibly

higher-order corrections. Some examples of these programs are: Pythia [52], Mad-

Graph [53], SHERPA [28], POWHEG BOX [54], and MC@NLO [55], each of which

implement a large number of processes. These programs need only very simple input

information, such as the type of colliding particles, the beam energy and requirements

on the final state particles. Specifically in the case of Zγ, the MadGraph5 (MG5)

generator is used to produce Zγ events with 0, 1, and 2 additional ‘hard’ partons

in the final state at
√
s = 7 TeV. A parton is considered hard when it is produced

with large pT , well above the QCD scale of ΛQCD = 217+25
−23 MeV where perturbative

QCD is valid. MG5 is an automatic matrix element generator and, given this in-

formation, determines algorithmically all of the contributing Feynman Diagrams for

the requested processes. It then performs the unweighting procedure on the result-
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ing matrix elements to produce ‘parton level’ events that are properly distributed

in initial state parton type according to parton distribution prediction, initial state

momentum, and final state momenta of the process. These parton level events are

saved for further processing by a parton shower monte carlo where they are evolved

into fully decayed ‘exclusive’ events and is discussed in Section 4.1.2.

4.1.2 Parton Shower Monte Carlo

q q̄

Figure 4.1: An example event demonstrating schematically all of the effects simulated
by a parton shower monte carlo in a hadronic Z decay, including the parton shower
(colored lines labelled by quarks) and hadronization (black lines labelled by hadrons).
[56]

Parton Shower Monte Carlos, SMCs, simulate the evolution of energetic final

state colored partons into jets, in addition to the approximation of the effects of

initial and final state radiation of photons, gluons, and quark pairs. The evolution of
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a parton level final state quark or gluon is acheived in two steps. First, the parton is

taken from the matrix element generator and the probability of the splitting processes

q → qg, g → qq̄, and g → gg for some energy of the emitted parton are evaluated and

stochastically applied. Once the parton splitting has occurred in the simulation, the

same algorithm is applied recursively to all daughter partons until the energies of all

partons are individually less than ΛQCD. If a splitting results in an especially energetic

new particle that is separate from the main jet that is forming, this is known as final

state radiation. This creates a ‘shower’ of collimated partons, which then need to be

hadronized into color singlet states to represent a physically observable jet. At this

point, the treatment of the problem using perturbative QCD is no longer valid and

the showered partons are turned into hadrons using phenomenologically motivated

‘fragmentation’ probabilities. Additional initial state radiation can be simulated using

the same framework as the evolution of a jet, using initial state partons from the beam

as the initial leg of the shower and forming a new parton shower from this additional

interaction.

After applying the parton showering to an unweighted event it represents an ap-

proximation of all the high energy, ‘hard’ and low energy, ‘soft’, interactions that

could have occured from the interaction of the two initial state partons. However,

since there is an exchange of color charge in the event, the other quarks in the rem-

nants of the colliding proton must re-hadronize and in the process of doing so emit

soft radiation. This radiation from the proton remnants is known as the ‘underlying

event’. With the addition of the underlying event, the SMC corrected unweighted

event represent a fully decayed ‘exclusive’ event and reflects a full theoretical under-

standing of what happens in nature during a single high energy collision.

These exclusive events are then ready to be further processed by a detector sim-

ulation for a further degree of realism and this is discussed in Section 4.2. However,
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the issue of merging the additional matrix element level partons using SMC will be

discussed first since it is of importance to this analysis.

4.1.3 Merging Matrix Element Events with Parton Showers

In the ongoing quest to develop better descriptions of proton-(anti)proton collision

data it was found that using leading order theoretical predictions in monte carlo

generators, even with full treatment of of ISR and FSR, resulted in disagreement

with the observations in data. These effects become especially pronounced when the

process being simulated has a large transverse boost, as seen in Figure 4.1.3. This

disagreement is due to the leading order parton level event having no intrinsic pT

and the leading order treatment of the parton shower SMCs, in this case Pythia’s

implementation [52] but equally applicable to other leading-log parton showers. Since

each additional ISR shower is produced without taking into account the possiblity of

multiple partons being emitted at once, it significantly reduces the probability that

the simulated event will recoil with large pT since this part of the total phase space

is reduced.
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Figure 4.2: D0 data demonstrating the disagreement of the Pythia MC program with
W pT data, even after an updated tune. [57]
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This disagreement makes the important point that SMCs are only accurate in the

‘soft-collinear’ approximation and aren’t expected to work for energetic or wide-angle

QCD radiation. To combat this shortcoming, the process being studied can be gener-

ated such that additional initial state radiation is included at the parton level, which

solves immediately the problem of artificially restricted phase space. Additionally,

this solves the problem of the radiation not being accurate at large angles since this

is where the parton-level radiation is accurate, because it is perturbatively calculated

without the soft-collinear approximation. Because of the different choice of approxi-

mations the parton-level radiation is not accurate when it is soft or collinear, to the

point of causing unphysical singularities in the cross section. Finally, there is also the

problem of ‘double counting’ where the SMC can produce the same jets in an event

with no parton-level radiation as an event that has parton level radiation.

The double counting occurs despite the fact that different approximations are

used because there is an overlap in phase space between the two treatments. In

particular, the SMC can produce wide-angle or high energy radiation, but it will not

have the right distribution since it is heavily supressed by the assumed soft-collinear

approximation.

To solve these problems simultaneously various techniques for determining when

to use parton level radiation vs. the SMC, known as ‘matching’, were developed.

Two matching schemes exist MLM [58] and CKKW [59], each of which solve this

problem. Here, only the MLM method will be discussed, as the core ideas between

the two are very similar. The MLM method works by vetoing input events with

parton level radiation if the SMC produces a hadronized parton shower that is more

energetic than the ‘matching scale’, usually some minimum pT , unless the event has

the highest parton-level multiplicity being considered for matching. This solves the

double counting issue since any events that would be double counted are explicitly
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Figure 4.3: Matching results using the MLM technique, note that above the matching
threshold dmatch the contribution from parton-level radiation dominates and describes
the observed distribution from D0. [57]

removed. The choice of when to use the SMC for radiation and when to use the

parton-level radiation is implicit, since any radiation below the matching scale must

come from the SMC. The result of matching a sample using the MLM methdology

that contains parton-level radiation with up to four quarks or gluons and a matching

scale of 30 GeV is shown in Figure 4.1.3. A majority of the MC samples used for

signal and background predictions in the Zγ analysis have been matched using the

MLM method.

4.2 Detector Simulation

With the exclusive event fully determined by the matrix element generator and subse-

quent treatment by the SMC, the event information can be propagated into a simula-

tion of the CMS detector. The simulation is built using the toolkit GEANT4 [60] and

has a variety of models and parameterizations that describe the interaction of parti-

cles with matter. The simulation keeps track, in detail, of the materials comprising

sensitive detector elements, readout electronics, and uninstrumented structural ma-
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terial. Additionally, the simulation keeps a detailed model of the CMS magnetic field

that is derived from measurements taken from the real detector, allowing for accurate

simulation of the trajectories of particles. Furthermore, with this description GEANT

can statistically model how a variety of particles interact, both electromagnetically

and strongly, with the detector materials, predicting a variety of distributions such as

raw light yields in scintillating material and charge depositions in doped silicon. After

GEANT has simulated the raw information that various detectors collect, a detailed

electronics simulation of every subdetector is applied. This allows for a fine grained

and tuneable estimation of additional detector effects, such as analog noise, and yields

a realistic respresentation of the detector output given the estimation of the input

from GEANT. The simulated detector response is stored in the same raw data format

as used by the CMS detector so that exactly the same reconstruction algorithms are

used in simulation as in real data. In addition to the detector response, the simula-

tion and generator information is saved and can be used to calculate measurement

extrapolations, efficiencies and calibrations.
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Chapter 5

Event Reconstruction

Events that pass the preselection of the trigger are archived to disk at a rate of

200-400 Hz for detailed analysis. The full information of each subsystem is recorded

separately. This yields a full description of the event but only at the level of in-

dividual detectors’ responses to particles produced in the collision. To understand

the collisions in a physically intuitive way, the responses of the subdetectors must

be analyzed together; searching for and collating correlated signatures of interesting

particles such as electrons or muons. The techniques for achieving this are collec-

tively known as ‘reconstruction’. For the Zγ analysis the reconstruction of muons,

electrons, and photons is of primary interest.

5.1 Track and Primary Vertex Reconstruction

Electron and muon recontruction both critically depend on the ability to accurately

find and precisely measure the momenta of charged tracks from collisions in the CMS

detector. Due to the tracker’s high position resolution and fine granularity, as well as

the 3.8 T magnetic field, this can be done with high efficiency with CMS. Tracks in
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CMS are found using an iterative process beginning with the ‘seeding’ of the tracks

from pairs or triplets of pixel and strip deposits, or ‘hits’, closest to the beamline.

Seeds are found by performing helical track fits of silicon detector hits over a small

radial distance from the beamline to reduce bending and noise effects, resulting in

tracks that approximate straight lines. These seeds are then used as initial guesses, or

candidates, for the momenta of all possible tracks to be reconstructed using the silicon

information. For each track candidate, hits further away from the interaction region

in the silicon track are searched for by propagating the current track hypothesis to the

next layer of silicon and searching for hits within an error window about the track.

This error window is determined by the position resolution of the tracker, simulation

of possible multiple scattering of the particle within the material of the tracker, and

the error in the measured magnetic field. If a hit within the error window is found, it

is added to the track and the parameters of the track are redetermined to improve the

measurement of its momentum and errors. This process is then iteratively repeated

until there are no more detectors which may have information to add in the track’s

path. This process of continually updating the track as new information is added

and accounting for errors to regenerate the track hypothesis is known as Kalman

fitting and smoothing [61]. Finally, once a track is found it is rebuilt reversing the

propagation direction of the track and assembling the track from the outer tracker

inwards, reducing the rate of fake tracks. This technique is used in the muon system

as well to find muon tracks leaving the silicon tracker volume.

At the LHC the expected number of interactions per beam crossing is much larger

than one, meaning that tracks originate from more than one point, or ‘vertex’, within

the interaction region. The position of vertices can be inferred from curvature of

tracks at their position closest to the beam line. To infer the position of vertices a

technique called deterministic annealing in employed [62]. Deterministic annealing
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estimates the position of vertices by simulating a thermodynamic system to cluster

tracks together based on their estimated positions and errors closest to the beam.

Once the tracks are clustered together, the position of the vertex and its errors can

be estimated using the information of all the tracks in the cluster. Finally, the

estimated position of the vertex can be used as an additional point in each of the

tracks used in determining the vertex, resulting in improved momentum resolution.

The determination of the number of primary vertices is directly related to the amount

of pileup interactions, as the vertices are the location of these interactions, and is used

to parameterize efficiencies that are dependent on pileup.

5.2 Muon Reconstruction

Muons are reconstructed by including the additional tagging and tracking information

of the muon detectors situated around the outside of CMS. There are three primary

methods of reconstructing muons in CMS know as the ‘tracker muon’, ‘standalone

muon’, and ‘global muon’ algorithms [46]. The tracker muon algorithm uses only the

momentum measurement from the tracker, propagating a candidate track through

the muon system and searching within the track’s position errors for track segments

in the muon system. If at least one track segment is found in the muon system, the

propagated track is promoted to a muon. This makes the tracker muon algorithm

ideal for identifying low pT muons. However, since the requirement for reconstructing

a muon is finding at least one matching segment, the tracker muon algorithm suffers

from higher misidentification rates at low muon pT. Standalone muons are muons

reconstructed using only the information of the muon system and the additional

constraint that the muon points towards the measured position of the interaction

region. To construct the standalone muon, an innermost segment is found and a
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track is extrapolated using the angle of the track in the detector where it was found.

Then, in a similar way to tracks in the silicon, additional hits are found and added

to the standalone track. The standalone track is kept if at least two segments are

found to make a track. Since the standalone muon algorithm requires two segments

to be found it becomes inefficienct for low pT muons that can stop in the steel of the

muon system after the first station. The global muon algorithm uses the standalone

muon algorithm as input, propagating the standalone muon track to the innermost

surface of the calorimeter. A matching track in the silicon is searched for within

the errors in position and energy of the propagated standalone track. If a track is

found within the search window, it is combined with the muon system track. The

tracking information from both detectors is then used in a global track fit, improving

momentum resolution at larger muon pT.

5.3 Electron Reconstruction

Electrons are reconstructed using tracker hits and ECAL deposits since electrons

traverse the tracker and then stop in the ECAL. This requires first that an ECAL

energy deposit, or ‘cluster’, with ET > 4 GeV be found in the ECAL with nearby hits

in the tracker. Using the location of the shower and the beamspot as a seed, a track

fit is performed propagating inwards from the EM shower’s location in the ECAL.

Since electrons can emit many bremsstralung photons as their trajectory bends in

the magnetic field, there is a significantly larger amount of non-gaussian stochastic

noise when performing a track fit. This enhancement in noise is such that a different

track fitting algorithm known as a ‘Gaussian Sum Filter’ (GSF) [61] that allows for

non-Gaussian corrections to the track to be properly accounted. Using this robust

fit, the electron’s track and curvature are measured in the tracker. In addition to the
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electron’s track, its ECAL deposit is also altered by bremsstralung, possibly creating

a series of ECAL deposits located along tangents to the electron’s trajectory. To

account for this, the initial ECAL cluster is extended in ϕ to sum the additional

energy of these photons into an object known as a ‘SuperCluster’ (SC), as shown in

Figure 5.1.
60
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Figure 5.1: (a) Drawing of an electron passing through the tracker and creating hits
in the ECAL crystals, including a bremsstrahlung photon, �. (b) Event display in the
x-y plane of an electron with a high momentum track and a large ECAL deposit [88].

shown in Figure 5.1.

There is also a requirement that the ratio between the HCAL and ECAL energy

deposits is smaller than 0.15 to reduce the rate of fake seeds. Loose requirements of

|��| < 0.15 and |�⌘| < 0.02, the distance between the supercluster and track in the

� and ⌘ directions, are applied as a preselection, with tighter cuts applied during the

full selection.

The electron momentum is computed as the weighted mean of the supercluster

energy and the track momentum when |E/p � 1| < 2.5 �E/p, where � is the error on

the track and ECAL measurements. Otherwise, the ECAL information is used. The

track momentum is generally more favored at lower pT, while ECAL ET is preferred

Figure 5.1: An artistic representation of the ECAL-based and tracker-based com-
ponents of electron reconstruction. The supercluster is the η-ϕ strip containing the
energy deposits of the electron and any radiated photons.

Additional requirements are made during the reconstruction of the electron that

improve purity. The ratio of HCAL energy behind a SC to ECAL energy in it, H
E

,

being less than 0.15 is used to reject ECAL deposits that come from jets. Addition-

ally, the reconstructed track is required to be close to the ECAL deposit by requiring

|∆ϕ| < 0.15 and |∆η| < 0.02 between the SC and the GSF track and reduces back-

ground. Since the electron is measured by the tracker and the ECAL, the measured

energy is calculated as the weighted mean of the tracker and ECAL measurements

when |E/p − 1| < 2.5σE/p, where σE/p is the total error of the ECAL energy and
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tracker momentum measurements. If the E/p is not compatible with one within its

errors, the ECAL energy measurement is used. Since lower pT tracks bend more in

the magnetic field before reaching the ECAL, the error on the momentum measure-

ment is small and contributes more to the measurement. Since the track bends less

at higher pT and the momentum error is larger, the ECAL energy measurement is

given a larger weight in the momentum measurement.

5.4 Photon Reconstruction

Photons are reconstructed using exactly the same ECAL clustering algorithms as

for electrons. This allows simultaneous reconstruction of converted and unconverted

photons without loss of efficiency due to deformations in the shower shape in ϕ since

the clusters are formed dynamically, with the minimum size of a reconstructed photon

being 5×5 ECAL crystals [63]. The choice of 5×5 being the minimum size of a photon

shower is driven by the Moliére radius and each crystal being roughly 1 radius in cross

section. For a perfectly centered unconverted photon most of the energy is contained

in 3×3 crystals with the tails of the shower being contained in 5×5 crystals. The

center of the photon shower is determined from a log-weighted energy sum given in

equation 5.1:

x =

∑
xi ·Wi∑
Wi

, where Wi = W0 + log
Ei∑
Ej

(5.1)

and Ei is the energy ith crystal in the SC.

Normally, identification of photons is enhanced by the use of tracking information

as photons that do not convert leave no signal in the silicon detectors. However, due

to the large and varying material budget of the silicon tracker, photons will convert

at different rates depending on η within CMS. Additionally, many of the photons

produced in CMS do not convert and have no corresponding tracking information.
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Consequently, there is no secondary measurement of the particle’s momentum to

compare to for use as preliminary rejection criteria against misreconstructions, as

with electrons. It is therefore significantly harder to identify real photons since there

is a large background both from jets and from electrons. This difficulty is due to

the production of tracks associated with real photons through conversion and the

corresponding lack of information from various subdetectors that are usually used

as powerful rejectors of background. The details of identification and selection of

photons are discussed in section 6.1.3.
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Chapter 6

Analysis Methodology

The Zγ analysis is done for the two final states including the FSR contribution, eeγ

and µµγ, representing the decay of the Z boson into electrons and muons, respectively.

The double lepton triggers are used to initially select events and the associated photon

is searched for without the use of a trigger. Once the events have been selected by

the HLT there is further processing that needs to take place in order to remove

background events that also pass the trigger. The reducible backgrounds in each

channel are removed with kinematic cuts and object identification cuts. The primary

irreducible background contamination is estimated using a photon shower-shape fit

and the subleading backgrounds are estimated using Monte Carlo.

6.1 Event Selection

The data taking periods during 2011 are divided into two periods by instantaneous

luminosity and pileup, denoted as runs ‘2011A’ and ‘2011B’ comprising 2.3 fb−1 and

2.7 fb−1, respectively, for a total of 5.0 fb−1. The primary difference between these

two sets is the distribution of the number of simultaneous, or pileup, interactions
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that occur in the same bunch crossing as the vertex that produces the Zγ interaction.

Run 2011 A had a mean vertex multiplicity of 5.1 pileup vertices per bunch crossing,

Run 2011 B had a mean of 8.4 pileup interactions per bunch crossing. However, the

selections used for leptons and photons in the Zγ analysis are constructed such that

they do not depend on the number of primary vertices in an event. The efficien-

cies of selection cuts are derived for each run period individually and are combined

statistically, event-by-event, to represent the efficiency seen in the full 5 fb−1 2011

dataset.

6.1.1 Trigger Requirements

The eeγ final state is selected by using unprescaled electron triggers with the lowest

available pT thresholds. The isolated double electron triggers have asymmetric pT

thresholds of 17 GeV and 8 GeV on the leading and trailing electrons respectively. The

trigger-level isolation requirements of both the leading and trailing electron candidates

were made more stringent in 2011B data taking to increase purity due to the increase

in combinatorial background coming from pileup. The µµγ events are triggered using

the same general strategy as for electron final states.

The double muon trigger does not require muon candidates to be isolated in the

detector, and the only change throughout the 2011 data taking period was the change

of the muon candidate pT thresholds. For the majority of the run, the lepton threshold

for the leading muon candidate was 13 GeV and 8 GeV for the trailing one. Smaller

portions of the muon data were triggered with a symmetric dimuon trigger with 7

GeV T thresholds and an asymmetric trigger with an increased pT threshold of 17

GeV on the leading muon. These triggers represent 216 pb−1 and and 880 pb−1 of

the total dataset, respectively.
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6.1.2 Electron Selection

SuperClusters (SC), deposits of electromagnetic energy associated with electrons are

required to be inside the η coverage of the tracker, |η| < 2.5. The crack region between

barrel and endcap sections of the ECAL, 1.4442 < |η| < 1.566, is also excluded since

energy reconstruction and background rejection are degraded in this region.

The width of the SC in η is characterized by the quantity σiηiη, defined as:

σ2
iηiη =

∑
(ηi − η̄)2wi∑

wi

, η̄ =

∑
ηiwi∑
wi

, wi = max (0, 4.7 + log(Ei/E5×5)) , (6.1)

where the sum runs over the 5× 5 crystal matrix around the most energetic crystal

in the SC. The SC width is required to be narrow, consistent with the profile of

an electromagnetic shower. The reconstructed electron track is required to have no

missing hits to reduce background from combinatorics. Early photon conversions

can also be reconstructed as electrons, since they produce electron pairs that make

it to the calorimeter. These conversions are rejected based on the distance, |dist|,

and angle, | cot ∆ϑ|, to partner tracks indicative of electron pair production from

photons. To select energetic electrons, indicative of electroweak boson production,

each selected electron is required to have a transverse momentum pT > 20 GeV.

The production of two electroweak bosons in an event requires a significant trans-

fer of energy between partons from the colliding protons. This results not only in

energetic lepton tracks originating from the vertex but also a larger amount of lower

energy tracks as well. To select electrons coming from the interation vertex, the trans-

verse distance of closest approach, or impact parameter, d0 to the event’s primary

vertex1, PV, is required to be less than 0.02 cm. Additionally, the z component of

the impact parameter, dz, is required to be less than 0.1 cm. These two cuts together

1The reconstructed vertex with the largest scalar pT sum of associated tracks.
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ensure that the reconstructed electron is consistent with a vertex from a high energy

interaction.

The rate of jets being misreconstructed as electrons is reduced by requiring that

the reconstructed electrons have little adjacent hadronic activity indicated by signals

in the tracker, ECAL, or HCAL. The energy in the isolation regions is calculated by

summing in the tracker and ECAL in a ∆R =
√

∆ϕ2 + ∆η2 cone with radius 0.3 that

has a veto region, where energy is not added to the sum. The veto region is the size

of two crystals in ∆η and a five crystal strip in ∆ϕ as to not include bremsstrahlung

in the isolation sum. The energy in the HCAL is summed in a solid cone with

∆R < 0.3. To remove excess energy associated to pileup vertices, the average energy

density per unit area deposited in the calorimeters ρ is calculated using the FastJet

algorithm [64]. To subtract off this average contribution from pileup inside the cone,

ρ is multiplied by the isolation cone area π∆R2 and subtracted from the summed

energy in the isolation region. To implement the cut, the pileup corrected sum of

tracker, ECAL, and HCAL activity normalized to the electron pT is required to not

exceed 0.053 if the electron is in the ECAL barrel and 0.046 in the ECAL endcap.

In addition to the selection of Z → ee events for the primary result, electron

samples are also selected with other criteria to determine the difference in shower

shape between data and MC for real electromagnetic showers. These selection criteria

comprise two working points, WPs, that select electrons with 85% and 80% signal

efficiency, called respectively WP85 and WP80. WP85 is used as the primary selection

criteria in the Zγ analysis and is tighter than the isolation criteria imposed at the

trigger level.. WP80 is used to select electrons with more stringent requirements

‘tag’ possible Z events, allowing a systematic study of the other Z electron. This

study examines the shower shape distribution of the other Z electron, which was

selected with the σiηiη requirement removed. The summary of the criteria defining
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these working points is given in Table 6.1.

WP85 WP80
Barrel Endcap Barrel Endcap

∆ϕvtx 0.039 0.028 0.027 0.021
∆ηvtx 0.005 0.007 0.005 0.006
| cot ∆ϑ| 0.02 0.02 0.02 0.02
|dist| 0.02 0.02 0.02 0.02
σiηiη 0.01 0.031 0.01 0.031
Combined relative isolation 0.053 0.042 0.04 0.033

Table 6.1: Selection criteria for the WP80 and WP85 electron candidates in the
ECAL barrel and ECAL endcap.

The WP85 selection efficiency is estimated from data using the ‘tag-and-probe’,

or T&P, method [46]. This method is based on a simultaneous fit of signal and

background distributions of electron pairs where one electron, the ‘tag’, passes full

identification criteria and the other, the ‘probe’, either passes or fails the selection

criterion. These efficiencies are measured differentially in pT, η, and vertex multi-

plicity in the data and MC with differences arises from the calibration of the ECAL,

which evolves in time with radiation dose. These differences are corrected for in the

MC by applying a per electron weight calculated as the ratio of efficiency in data to

that in MC. The efficiencies in MC agree with those measured from data to better

than 3% and the the scale factors used can be seen in Figure 6.1 for Run 2011 A and

6.2 for Run 2011 B.
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Figure 6.1: Electron efficiency scale factors for the 2011 A run period.
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Figure 6.2: Electron efficiency scale factors for the 2011 B run period.
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6.1.3 Photon Selection

Photon candidates are reconstructed from superclusters and are required to have

ET > 15 GeV and be within the η converage of the ECAL. The photon ID is

implemented following the same methodology as used in the 2010 CMS Vγ mea-

surement2 [65]. As with the electron ID, the photon ID focuses on reducing jet

backgrounds by using shower shape criteria and pileup corrected isolation cuts. Mis-

reconstructed photons from jets are primarily caused by jets that hadronize into

highly collimated sprays of π0s that decay into two photons. Since the photons from

these π0s have a small opening angle and there is little track activity since the jet

hadronized into neutral hadrons, the resulting jet looks almost exactly like a single

photon. Furthermore, there is no additional discriminating power coming from con-

sistency with heavy resonance production, as in lepton identification. The rate of jets

being misreconstructed as photons that pass all selection criteria is not well known

since the hadronization processes producing EM-rich jets are not well known. There-

fore, a background estimate, Section 6.2, using data sidebands must be implemented

and the photon ID is designed with ease of implementation in mind.

To reject electrons that emit too much bremsstralung to be recovered by the

GSF algorithm or that have lost hits in the strip tracker, pixel seeds are used to

veto electrons that fake photons. Pixel seeds are tracks fit using 2 or 3 pixel hit

and the constraint of the beamspot location. If the reconstructed photon’s shower is

kinematically consistent with the pixel seed, the photon is flagged and this flag may

be used as a veto.

As for the lepton ID, the photon identification is pileup corrected. However, a

different pileup correction procedure is implemented in order to maintain efficiency

and minimize fake-rates since the isolation veto regions used for photons vary as a

2A 36 pb−1 result also with considerable involvement from the author.
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Description criterion

Kinematics ET > 15 GeV
1.4442 < |η| < 1.566 and |η| < 2.5

Ratio of HCAL to ECAL energy (H/E) < 0.05
Shower width, σiηiη < 0.011 in EB and < 0.030 in EE

Photon has pixel seed False for both EB and EE photons
Tracker Isolation Itrk − 0.001 · ET − ρ · Atrk

eff < 2.0
ECAL Isolation IECAL − 0.006 · ET − ρ · AECAL

eff < 4.2
HCAL Isolation IHCAL − 0.0025 · ET − ρ · AHCAL

eff < 2.2

Table 6.2: Photon identification and isolation criteria. The σiηiη variable is used in
a fit to determine the estimated fraction of jets reconstructed as photons which pass
all cuts. Effective areas, Aeff for EB and EE are given in Table 6.3.

function of sub-detector. For all isolation criteria the outer edge of the cone is defined

to be ∆R < 0.4. The tracking isolation sum is calculated by vetoing energy within a

cone of ∆R < 0.05. However this is not expected to depend much on pileup since the

tracking isolation is calculated using only those tracks associated with the primary

vertex of the event. ECAL isolation energy is summed by vetoing a rectangular region

of size ∆η×∆ϕ = 0.04× 0.40 to minimize efficiency loss from photon conversions, as

well as an inner veto cone of ∆R < 0.04 to remove the super cluster. HCAL isolation is

performed with a central veto cone of ∆R < 0.15, to decorrelate the HCAL isolation

cut from the cut on the ratio of hadronic to electromagnetic energy immediately

around the SC. Aeff, defined as ‘effective area’, is calculated by determining the slope

of the quantities Itrk
ρ

, IECAL

ρ
, and IHCAL

ρ
, the ratios of a specific isolation to the average

energy density ρ calculated from the FastJet package. The values of Aeff are tabulated

for all three isolation criteria separately for barrel and endcap in Table 6.3. The

tracking isolation has a small effective area, 0.0167 cm2 (EB) and 0.032 cm2 (EE),

and hence a small dependence on pileup as expected. Once the effective areas are

determined, the corrected isolation for a subdetector is calculated as Iso − ρ · Aeff .

The cuts are summarized in Table 6.2.
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Isolation barrel endcap

Tracker 0.0167 0.032
ECAL 0.183 0.090
HCAL 0.062 0.180

Table 6.3: Aeff used for PU correction for photon selection for barrel and endcap,
respectively.

The efficiency of the H/E, σiηiη, and isolation requirements are determined using

electron based tag-and-probe, where the probe electron’s SC is matched to the corre-

sponding reconstructed photon. The tag electron is required to pass WP80 selection

criteria, the pixel seed veto requirement is dropped for the probe and the resulting

efficiency scale factors are given in Figures 6.3 for Run 2011 A and 6.4 for Run 2011

B.

The efficiencies for the pixel seed veto are calculated using Z → µµγ FSR events,

where the tags are dimuons off the Z peak and probes are reconstructed photons close

to one of the muons where the Z+Jets background is minimal. Using this pure sample

of photons the pixel seed veto efficiency is extracted from data and equivalently in

MC. Again, a scale factor is constructed and applied to the MC as a correction factor,

shown in Table 6.4.

Data (%) MC (%) Data/MC (%)
Run 2011 A

EB 97.2± 0.3 97.8± 0.2 99.4± 0.3
EE 90.0± 0.9 91.0± 0.5 98.9± 0.9

Run 2011 B
EB 96.1± 0.4 97.1± 0.2 99.0± 0.4
EE 87.3± 1.3 89.3± 0.5 97.8± 1.6

Table 6.4: The photon pixel seed efficiencies as derived from photon FSR tag-and-
probe.
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Figure 6.3: Photon efficiency scale factors for the 2011 A run period.
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Figure 6.4: Photon efficiency scale factors for the 2011 B run period.
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6.1.4 Muon Selection

The general technique for electron selection is also applied to muon selection, with

appropriate changes since all muon reconstruction information is from tracking de-

tectors. In particular, instead of matching extrapolated variables between the ECAL

and tracker, the goodness of fit of the global muon track and consistency with a high

quality reconstructed track in both the muon system and silicon tracker are used

as identification requirements. The globally reconstructed muon track is required to

have at least one hit in the pixel tracker, eleven hits in the silicon strip tracker and at

least one hit in the muon system. Moreover, the track is required to have a χ2 value

of the global track fit less than ten. The muon is also required to be found by the

tracker muon algorithm and have at least two segments matched to the propagated

track. The same PV matching criteria are applied to muons as done for electrons,

assuring that the muons in the pair originate from the primary vertex.

Description criterion

Kinematics pT > 20 GeV and |η| < 2.4
Number of pixel hits > 0

Number of tracker hits > 10
χ2/n.d.f of the global muon fit < 10

Number of muon hits > 0
Number of chambers with matched segments > 1

Vertex d0 < 0.1 cm
Vertex dz < 0.02 cm

Relative Combined Isolation < 0.1

Table 6.5: Muon identification and isolation requirements. The loose selection is
used to identify muons from Z candidates, while the tight selection is used for the W
candidates.

Secondary muons from b-jets and decays of pions are rejected by requiring that the

reconstructed muon is isolated from surrounding hadronic activity. As for electrons,

the isolation energy for tracker, ECAL, and HCAL is summed in a cone with ∆R <
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0.3, and the veto area is a cone with ∆R < 0.1 about the muon’s track, to remove the

minimum ionizing radiation deposition in the calorimeters. The ratio of the pileup

corrected isolation sum to the muon pT is required to be less than 0.1. The cuts are

summarized in Table 6.5.

Z→ µµ decays are used to measure both trigger and selection requirements in

both data and MC simulation. Again, the MC is scaled event by event to match

the measured efficiency in the data and the muon efficiencies used are summarized in

Figure 6.5.
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Figure 6.5: Muon efficiency scale factors for the 2011 A and B run periods.
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6.1.5 Event Topology

In order to select Zγ events and make a reasonable comparison with theory, there are

cuts in addition to the requirement of two high pT leptons and an energetic photon.

The Z candidate, formed from the two leptons, is required to have an invariant mass

greater than 50 GeV to suppress low mass Drell-Yan and remove the singularity at

zero mass3. This results in a more numerically stable prediction from the MC and a

more pure sample of on-shell Z candidates with which to compare. The theoretical

soft singularity of the emitted real photon is controlled by the requirement that the

photon ET be larger than 15 GeV. However, there still exists a singularity when the

photon is collinear with one of the final state leptons. This is controlled by requiring

the minimum ∆R between the lepton and the photon to be less than 0.7.

6.2 Background Estimation

The shower shape variable σiηiη is used to separate the genuine photons from misiden-

tified jets by making an extended maximum likelihood two-component fit of signal

and background templates to data.

The signal component shape is obtained from MC and corrected for the difference

between data and MC simulation in an electron control sample obtained from Z → ee

events. This correction is small and is of the order of one percent. The background

component shape was derived from data.

Both signal and background templates are obtained in bins of photon pT: 15 −

20 GeV, 20−25 GeV, 25−30 GeV, 30−35 GeV, 35−40 GeV, 40−60 GeV, 60−90 GeV,

90− 120 GeV, and 120− 500 GeV. Template shapes for photons reconstructed in the

barrel are made separately for each photon pT bin.

3Light leptons and quarks are usually considered as massless in most MC programs.
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6.2.1 Signal Component Shape

The signal shape is obtained from a MadGraph of Wγ events. The simulation of the

electromagnetic showers in MC is cross checked against the data using Z→ ee events.

These events are selected by the di-electron triggers described in Sec. 6.1.1. Events

are further required to have at least two electron candidates with pT > 20 GeV and

pass WP80 selection criteria described in Sec. 6.1.2 but without the σiηiη requirement.

Both electron candidates are required to be identified in the ECAL fiducial volume

and have invariant mass between 60 and 120 GeV. One of the electron candidates, a

tag, is required to pass the tight trigger criteria of the di-electron trigger, while no

trigger requirements are applied on the other electron candidate, a probe. The purity

of this selection is calculated to be 99% for both barrel and endcap regions.

The comparison of the σiηiη distributions for the probe in data and MC indi-

cates that the mean of the σiηiη distribution in data is smaller than in simulation by

0.9×10−4 (2.0×10−4) for barrel(endcap) and corresponds to 1%.(0.8%) of the average

σiηiη values in MC, which are corrected for the observed shift. The comparison of

electron showers in data to those in MC is shown in Figure 6.6. The shift is is used

to estimate a systematic error, discussed in Section 6.4.

6.2.2 Background Component Shape

The background templates were made from jet-enriched selected events. Photon can-

didates in these events are required to pass the photon selection criteria described in

Sec. 6.1.3, except for the σiηiη requirement and the tracker isolation criterion IsoTRK

which is altered to select a sideband:

• 2 GeV < IsoTRK − 0.001Eγ
T − 0.0167ρ < 5 GeV for EB

• 2 GeV < IsoTRK − 0.001Eγ
T − 0.0320ρ < 3 GeV for EE
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Figure 6.6: The σiηiη distributions for barrel (left) and endcap (right) for Runs 2011
A and B. The difference of mean values between MC and data are accounted for by
shifting the simulation signal shapes.

This requirement ensures that the contribution from genuine photons is negligible,

and keeping the isolation requirements close to those for photon selection criteria

allows selecting jets with large electromagnetic fraction that have properties similar

to those of genuine photons. We also observe that in simulated jet events the σiηiη

is found largely uncorrelated with isolation requirement, so the background shape

observed for photon-like jets with the inverted tracker isolation should be the same
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as that for isolated photon-like jets.

6.2.3 Two Component Fit

The σiηiη distribution in data are fitted to the function:

f(σiηiη) = NSS(σiηiη) +NBB(σiηiη), (6.2)

where NS and NB are the estimated number of signal and background candidates,

S(σiηiη) and B(σiηiη) are the signal and background template components. Used

templates are smoothed with kernel density estimation [66] or direct interpolation, in

the case of high statistics templates, to allow for unbinned fits of the σiηiη distribution

of selected photons to be performed.

The fit is performed by using a unbinned extended maximum likelihood (extended-

ML), by minimizing:

L = − lnL = (NS +NB)−
n∑

i=1

N ln(NSS(σiηiη) +NBB(σiηiη). (6.3)

NS and NB are the best fit number of signal and background events in a given pT

bin. S and B are the shapes of the corresponding unbinned templates in the pT bin.

N is the total number of data events in the given pT bin. Figure 6.7 shows the result

of a typical template fit.

6.3 Comparison of Simulation to Data

The resulting 2D invariant mass distributions are summarized in Figure 6.8, demon-

strating the ISR and FSR contributions to the Zγ final states.

Figure 6.9 demonstrates the distributions after full selection for the electron chan-

nel and Figure 6.10 for the muon channel. The plotted quantities demonstrate that
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Figure 6.7: An example template fit in the 15-20 GeV bin in the barrel (left) and
endcap (right).The signal distribution is indicated by the blue line and the background
is indicated by the red line. The full set of template fit results may be found in
Appendix A.

the signal monte carlo describes the expected signal well, after corrections to the

background are made. Both the shapes and normalization of distributions agree well

between data and MC. The background Z(``)+Jets MC is reweighed in yield and pho-

ton pT shape to reflect data derived background estimates, the reweighing is applied

for all projections of the background MC.

Excellent agreement is found between data and MC predictions after applying

data-derived corrections to the efficiency and background yields. In particular, the

predicted photon pT spectrum is found to agree with data over a range of 485 GeV

for both electron and muon channels. The data to MC disagreement in the dilepton

mass spectra is a known effect since additional final state EM radiation is turned off

in the signal MC to avoid double counting of the signal. This is reflected in the poor

modeling of the low side tail of the dilepton peak but otherwise has no effect aside

from jets in the signal MC having a systematically smaller EM fraction than other

samples.
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Figure 6.8: Dilepton invariant mass vs. ``γ invariant mass for the eeγ channel (top)
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Figure 6.9: The fully selected distributions for the eeγ channel.
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Figure 6.10: The fully selected distributions for the µµγ channel.
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6.4 Systematic Uncertainties

6.4.1 Luminosity

The total integrated luminosity is experimentally determined for the full 2011 dataset

using a pixel cluster counting technique, effectively determining the cross section for

a single pixel cluster [67]. To calculate the luminosity, the total beam current, per-

bunch proton population, and size of the luminous region at the CMS interaction

point must be taken into account, and then the number of pixel clusters per zero

bias trigger are counted. Late arriving particles and activation of the CMS detector

material can cause spurious pixel clusters that must be accounted for and subtracted

off. The uncertainty in this subtraction term gives rise to part of the systematic

uncertainty on the luminosity. The another large part of the luminosity uncertainty

comes from variations in the experimentally measured size of the luminous region.

The total systematic uncertainty on the luminosity was found to be 2.2% for the full

2011 dataset, with the majority of the certainty coming from the two given sources.

This uncertainty is applied as a flat systematic uncertainty to the cross section and

is also applied to signal and background contributions determined purely from MC.

6.4.2 Electron and Photon Energy Scales

The electron energy scale in data is varied by 0.5% to take into account the contri-

bution from mis-calibration of the ECAL detector. For photons the energy scale is

varied by 1% in the ECAL barrel and 3% in the endcaps. To estimate the systematic

effect on the measured cross section the number of signal events is re-evaluated for

each systematic variation since the scale variations affect the background subtraction

templates. In the case of the variation of the photon energy scale, the background

subtraction is performed with signal and background templates that have been appro-
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priately modified. This ensures that migrations of photons and misidentified photon-

like jets across the low photon pT cut boundaries are properly accounted for when

calculating this systematic uncertainty. The migrations from this effect are of order

3%.

6.4.3 Photon and Electron Energy Resolution

The combined acceptance times efficiency, A · ε, is determined from MC simulation

of the Zγ signal and is affected by the electron and photon energy resolution by way

of migration of events in and out of acceptance. The electron energy resolution is

determined in data using Z→ ee events and calibrating to the Z pole, including the

effect of the finite width of the Z. To estimate the effect of the electron resolution on

A · ε each electron candidate’s energy is randomly smeared by the energy resolution

determined in data then standard selection is applied.

The photon energy resolution is determined simultaneously with the photon en-

ergy scale in data. The systematic effect of the photon resolution on A · εMC is

calculated by deterministically rescaling the reconstructed photon energy in MC sim-

ulation to match that in data using the parton-level photon energy.

6.4.4 Pileup Modeling

The number of pileup interactions per event is estimated from data using a convolu-

tion procedure that extracts the estimated pileup from the per-bunch instantaneous

luminosity recorded by the luminosity monitors. This methodology requires the total

inelastic pp scattering cross section, 68 ± 3.4 mb, to estimate the number of pileup

events in a given bunch crossing. The MC samples used to compare with the data are

reweighted to match the pileup distribution measured from the data. A change in the
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total number of pileup events, within the errors, can alter efficiencies and thus A·εMC .

The systematic uncertainty on A · εMC due to modeling of the pileup interactions is

estimated by varying the total inelastic cross section within its uncertainties.

6.4.5 PDF Uncertainties

The uncertainties on Parton Distribution Functions can alter the acceptance in sim-

ulation, especially for very forward, low x, Zγ events where the PDFs are not well

determined. To estimate the systematic effect on A · εMC , LHAPDF [68] was used to

generate per-event weights using variations along the 21 sets of eigenvectors of the

CTEQ6L [69] PDF model. To assign an uncertainty due to variation of the PDF

on the acceptance we use the ‘modified tolerance method’ [70] . In this method,

asymmetric uncertainties ∆σ+ and ∆σ− are defined as

∆σ+ =

√√√√ 20∑
i=1

[max(σ+
i − σ0, σ

−
i − σ0, 0)]2

∆σ− =

√√√√ 20∑
i=1

[max(σ0 − σ+
i , σ0 − σ−i , 0)]2

These definitions give an estimate of the size of the largest positive and negative

deviations of the cross section coming from varying the PDF eigenvectors. The larger

of ∆σ+ or ∆σ− is used to assign a symmetric systematic uncertainty on A · εMC due

to PDF variations.

6.4.6 Data/Monte Carlo Efficiency Scale Factors

The tag-and-probe efficiencies are subject to both statistical variation and variation

arising from signal and background shape choices. Each of these variations can change

the passing and failing signal and background yields, thus changing the measured
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efficiency. Since in this analysis a per-event scale factor is used to correct the total

A · ε in MC, to reflect the efficiencies found in the data, the error on the ratio ρeff =

εData/εMC is used to determine the systematic as it is exactly the error on a weight

being applied to the MC. To calculate the systematic on A · ε the central value of ρeff

is varied up and down by one sigma and applied as a per-event weight. The maximal

deviation in acceptance from the reweighing is taken as a systematic uncertainty.

6.4.7 Background Estimation

Template method

For the Zγ analysis the template method has three major systematic errors that

must be taken into account. These errors fall into three categories, signal shape,

background shape, and sampling bias and are detailed below:

1. Signal shape: As described in Sec. 6.2.1, the signal σiηiη template in simula-

tion needs to be corrected by 0.9×10−4 for barrel and 2.1×10−4 for endcap to

match σiηiη templates observed in data. We take this difference as a systematic

uncertainty on signal template and re-calculate the background estimation to

measure its effect on the final result.

2. Background shape: To obtain the background σiηiη template we use photon-

like jets selected by requiring a tracker ‘anti-isolation’ requirement. Using this

template to infer the background from photon-like jets that pass the full photon

isolation requirements can cause a bias if the σiηiη template is correlated with

tracker isolation. A contribution from genuine photons that pass the anti-

isolation requirement can also cause a bias in estimation of the background. The

size of these systematic effects are estimated in MC simulation where one can
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distinguish genuine photons from jets. The resulting pT dependent systematic

uncertainties are given in Figure 6.11.

3. Sampling bias: Since smoothing is used to determine a continuous function that

describes the σiηiη distribution of the background, the effect of the statistical

sampling of the background probability density function describing the true

underlying shape must be understood. To study this, a bootstrapping tech-

nique exploiting MC simulation is used to generate a known true distribution

of background from which we can throw toy template distributions. These toy

distributions are then smoothed and used to fit the background fraction in data.

The results of each toy template distribution fit is saved and the variance asso-

ciated with the statistical fluctuation in the template is recorded and taken as

a systematic error.

The results of applying the template method to the selected data and the corre-

sponding systematics are shown in Figure 6.12 and Table 6.6, respectively. In each

case the comparison of the template method yield with the raw predicted yield from

MC is shown. Large disagreements at low photon ET are expected between the

data-driven estimation and the MC expectation. The MC is known to be wrong and

underestimate the jet background to photons and the data-driven method has a clear

advantage since it uses real photon-like jets from data. Therefore the background

estimate from the data-driven method is known to be a more accurate calculation of

the background yield.
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Figure 6.11: The uncertainty for ‘sideband bias’ and ‘signal contamination’ on the
background template for barrel (left) and endcap (right). The change in the estimated
number of background events due to ‘anti-isolation’ requirement (sideband bias) is
given as a function of photon pT as red circles, while the contamination from genuine
photons are given as blue dots. The overall effect is given as black.

Zγ → eeγ Zγ → µµγ
ECAL Template MC truth Template MC truth
Barrel 591.3 ± 24.5 (stat.) ± 26.3 (syst.) 466.0 ± 15.5 914.7 ± 63.2 (stat.) ± 110.2 (syst.) 383.8 ± 11.7
Endcap 314.7 ± 43.3 (stat.) ± 17.5 (syst.) 219.9 ± 10.6 489.6 ± 43.9 (stat.) ± 37.3 (syst.) 195.3 ± 8.5
Total 905.9 ± 49.8 (stat.) ± 31.5 (syst.) 686.0 ± 18.8 1404.3 ± 77.0 (stat.) ± 116.4 (syst.) 579.1 ± 14.4

Table 6.6: Z/γ∗+jets background estimation for the template method compared to
MC truth(Z+jets only) using full 2011 dataset. The uncertainty for the data-driven
method is statistical and systematic, while the MC truth uncertainty is statistical
only.
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Figure 6.12: The results of applying the template method to the σiηiη distributions
in the observed data for the electron (top) and muon (bottom) channels in the EB
(left) and EE (right). The black error bar is the statistical error and the hashed
region represents additional systematic error. The significantly higher data-derived
fake rate is expected.
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eeγ µµγ
Source Systematic uncertainty Effect on Nsig

Electron and photon energy scale ele: 0.5%; pho: 1% (EB) 3% (EE) 3.0 % n/a
Photon energy scale 1% (EB) 3% (EE) n/a 4.19%
Muon pT scale 0.2% n/a 0.60%
Total uncertainty on Nsig 3.0 % 4.23%

Source Systematic uncertainty Effect on F = A · εMC

Electron and photon energy resolution 1% (EB), 3% (EE) 0.2 % n/a
Photon energy resolution 1% (EB), 3% (EE) n/a 0.06%
Muon pT resolution 0.6% n/a 0.08%
Pileup Vary estimated PU using 68.3± 3.4 mb 0.6 % 0.44%
PDF CTEQ6L reweighting 1.1% 1.10%
Signal Modeling 0.6 % 1.10%
Total uncertainty on F = A · εMC 1.4 % 1.22%

Source Systematic uncertainty Effect on ρeff
Electron reconstruction 0.4% 0.8 % n/a
Electron trigger 0.1% 0.1 % n/a
Electron ID and isolation 2.5% 5.0 % n/a
Muon trigger 1.5% n/a 1.0 %
Muon reconstruction 0.9% n/a 1.0 %
Muon ID and isolation 0.9% n/a 2.30%
Photon ID and isolation 0.5% (EB), 1.0% (EE) 0.5 % 1.00%
Total uncertainty on ρeff 5.1 % 2.51%

Source Systematic uncertainty Effect on background yield
Template method 4.4% (EB), 5.6% (EE) 5.1 % n/a

4.9% (EB), 5.8% (EE) n/a 5.5%
Total uncertainty on background 5.1 % 5.5%

Source Systematic uncertainty Effect on luminosity
Luminosity 2.2% 2.2% 2.2%

Table 6.7: A summary of all systematic uncertainties on A·ε, ρeff, Nsig and Luminosity.
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Chapter 7

The Measurement of the Zγ Cross

Section

The cross section of a given process is measured using the following formula:

σ =
Nsig

A``γ · ε · L
(7.1)

where Nsig is the number of observed signal events, A is the fiducial and kinematic

acceptance, ε is the selection efficiency for events in the acceptance, and L is the

integrated luminosity. The value of A is affected by the PDF and other theoretical

uncertainties, while the value of ε is susceptible to uncertainties from triggering and

reconstruction. In order to control the efficiency uncertainties, corrections to the

efficiencies in simulation are obtained from data. These correction factors come from

efficiency ratios ρeff = ε/εMC derived by measuring ε and εMC in the same way on

data and simulation, respectively. The product A``γ×ε is then replaced by F``γ×ρeff ,

where F``γ ≡ A``γ× εsim is the fraction of generated events selected in the simulation.

The number of signal events Nsig is obtained by subtracting the estimated number of

background events Nbkg from the observed number of selected events Nobs.
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Equation (7.1) can therefore be rewritten as

σ =
Nobs −Nbkg

F · ρeff · L
. (7.2)

F``γ is calculated from MC, as F``γ is defined as Naccept/Ngen, kin, where Naccept

is the number of events passing all selection cuts, and Ngen, kin is the number of

generated events with Eγ
T > 15, ∆R`,γ > 0.7.

7.1 Extraction of the Cross Section

This section describes the measurement of the production cross section for Zγ → ``γ,

where ` = e, µ. As the cross section diverges at LO for soft photons or collinear to

charged lepton, the measurement is restricted to the following kinematic range:

• The transverse photon energy must be larger than 15 GeV.

• The lepton and the photon must be spatially separated by ∆R(`, γ) > 0.7.

Parameters Zγ → eeγ Zγ → µµγ
Nobserved 4108 ± 64.1 (stat.) 6463 ± 80.4 (stat.)
NDataDriven
background 905.9 ± 49.8 (stat.) ± 31.5 (syst.) 1404.3 ± 56.4 (stat.) ± 77.0 (syst.)

N other
background 21.2 ± 1.8 (stat.) 23.7 ± 2.2 (stat.)

NSig 3154.2 ± 81.0 (stat.)± 95.1 (syst.) 5034.9 ± 98.2 (stat.) ± 213.2 (syst.)
A · εMC 0.132 ± 0.0018 (syst.) 0.196 ± 0.001 (stat.)
ρeff 0.929 ± 0.0466 (syst.) 0.945 ± 0.016 (syst.)∫
L dt 4961.1 ± 109.1 (syst.) 4998.9 ± 110.0 (syst.)

Table 7.1: Summary of parameter values for the Zγ cross section measurement for
the full 2011 dataset.

For Zγ → eeγ, ρeff in Equation 7.2 is calculated as a product of data/MC correc-

tion factors for electron and photon reconstrution and identification efficiencies, i.e.,

ρ2
reco · ρ2

WP85 · ργ · ρtrigger. For electrons and photons in barrel and endcap, different

correction factors are considered. Similar to the electron channel, ρeff in Zγ → µµγ
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is calculated as a product of data/MC correction factors for muon and photon recon-

strution and identification efficiencies.

The numbers that are used to calculate the cross sections are summarized in Table

7.1. The measured cross sections are:

σ(pp→ Zγ → eeγ) = 5.20± 0.13 (stat.)± 0.30 (syst.)± 0.11 (lumi.) pb.

σ(pp→ Zγ → µµγ) = 5.43± 0.10 (stat.)± 0.29 (syst.)± 0.12 (lumi.) pb.

Since the cross sections are found to be consistent with each other within their errors,

the electron and muon channels are combined using a best linear unbiased estimate

(BLUE), effectively an error weighted average of the individual cross sections [71].

Applying this method improves the precision on the measurement since it reduces

the uncertianty coming from uncorrelated systematics, in addition to the 1/
√

2 gain

in statistical accuracy. The cross section derived from the BLUE combination is:

σ(pp→ Zγ → ``γ) = 5.33± 0.08 (stat.)± 0.25 (syst.)± 0.12 (lumi.) pb.

All three results are consistent with the theoretical NLO cross section prediction of

5.45± 0.27 pb. within errors.

Finally, we present a summary of the Zγ cross sections measured with different

lower bounds on the photon pT. The measured cross sections, predictions from the

Monte Carlo generator MCFM, and their errors are summarized in Table 7.2 and

shown in Figure 7.1.
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Zγ
eeγ µµγ

Eγ
T > 60 GeV 0.142± 0.019(stat.)± 0.019(syst.)± 0.003(lumi.) 0.139± 0.013(stat.)± 0.015(syst.)± 0.003(lumi.)

Combination 0.140± 0.011(stat.)± 0.013(syst.)± 0.003(lumi.) pb
NLO Prediction 0.124± 0.009 pb
Eγ

T > 90 GeV 0.047± 0.013(stat.)± 0.010(syst.)± 0.001(lumi.) 0.046± 0.008(stat.)± 0.010(syst.)± 0.001(lumi.)
Combination 0.046± 0.007(stat.)± 0.009(syst.)± 0.001(lumi.) pb
NLO Prediction 0.040± 0.004 pb

Table 7.2: The summary of the Zγcross section measurements and predictions for
photon pT > 60 and 90 GeV.
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Figure 7.1: The summary of all cross section measurements for the Zγ channel.
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Chapter 8

Anomalous Triple Gauge Coupling

Limits

Triple gauge boson couplings (TGC) are a consequence of the non-Abelian nature of

the SM electroweak sector SU(2)L×U(1)Y and are uniquely predicted as discussed in

Section 1.3. The ZZγ and Zγγ vertices which vanish in the SM at tree level can be

studied using Zγ production. Experimental measurement of TGCs is an important

test of the SM. Also, a number of extensions of the SM can manifest themselves in

processes with multiple bosons in the final state. Thus, a measurement of TGCs can

be sensitive to new phenomena at high energies that would require more energy or

luminosity to be observed directly.

In this analysis the ZZγ, and Zγγ couplings are measured without form-factor

scaling, as this provides a result without any particular bias that can arise due to

choice of the form-factor energy dependence, as discussed in Section 2.2.1.
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8.1 ZZγ and Zγγ couplings

The most general vertex function [10] for ZZγ was discussed in Section 2.3 and as a

reminder is repeated and revisited briefly.

ΓαβµZγZ(q1, q2, P ) =
P 2 − q2

1

m2
Z

[
hZ

1 (qµ2 g
αβ − qα2 gµβ)

+
hZ

2

m2
Z

Pα
[
(P · q2)gµβ − gµ2P β

]
+ hZ

3 ε
µαβρq2ρ

+
hZ

4

m2
Z

PαεµβρσPρq2σ

]
with Zγγ vertex obtained by the following replacements:

P 2 − q2
1

m2
Z

→ P 2

m2
Z

and hZi → hγi , i = 1, ..., 4. (8.1)

The couplings hVi with V = Z, γ and i = 1, 2 violate CP symmetry, while those with

i = 3, 4 are CP -even. Although at tree level all these couplings in the SM are equal

to zero, at one-loop level the CP -conserving couplings are O(10−4). As the sensitivity

to both CP -odd and CP -even couplings are about the same, we interpret the results

in terms of hVi with i = 3, 4.

8.2 Likelihood Formalism

One effect of introducing anomalous coupling parameters in the SM Lagrangian is an

enhancement of the diboson production cross section when ŝ is large. This results

in an excess of events with high momentum bosons. As the transverse energy of the

photon is more sensitive to the effect of anomalous triple gauge couplings, aTGCs,

than that of W or Z bosons, we use photon pT as the observable to measure aTGCs.

We interpret the aTGC results by setting bounds on the ratio of the observed

signal to that of the expected aTGC yield using the likelihood formalism described
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below. The probability of observing X events with a specific value of pT for a given

expectation value d in data is given by the Poisson distribution:

p(X; d) =
dXe−d

X!
, d = µ · s(~α, ~θs) + b(~θb), (8.2)

where signal s(~α, ~θs) and background b(~θb) expectations are described in terms of

the TGC values ~α and nuisance parameters ~θs and ~θb. The parameter µ is the signal

strength modifier. Here, d is comprised of both signal and background predictions

that are modeled separately.

The nuisance parameters are resolved into three that represent the increase and

decrease of expectation values given a fractional change in integrated luminosity fL,

signal, and background systematic uncertainties fSyst.Sig. and fSyst.Bkg. , respectively:

s(~α, ~θs) = fL · fSyst.
Sig. ·NSig.(~α) b(~θb) = fSyst.

bkg ·Nbkg. (8.3)

Here, Nsig and Nbkg are the predicted signal and background event yields.

With this definition of d for each bin i of the photon pT distribution with data

event yield Ni, we construct a likelihood function:

L(µ, ~α, ~θ) =
∏
i

Poisson(Ni, di(µ, ~α, ~θ)) , where ~θ = (~θs, ~θb) (8.4)

with the Poisson function defined in Eq. 8.2. We assume that the errors on the quoted

luminosity, signal selection, and background fraction are log-normally distributed and

reflect this in the nuisance parameters by requiring log-normal constraints.

We determine the upper limits on TGCs by using the following test statistics:

tµ,~α = −2 lnλ(µ, ~α) , where λ(µ, ~α) =
L(µ, ~α,

ˆ̂
~θ)

L(µ̂, ~α, ~̂θ)
(8.5)

with
ˆ̂
~θ being the conditional maximum-likelihood estimator of ~θ and µ̂ and ~θ being

their maximum-likelihood estimators. We exclude the hypothesized values of TGCs
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based on whether the ratio of p-values:

CLs =
ps+b

1− pb
(8.6)

is less than a given threshold. More details can be found in [72]. This formalism is

implemented using the RooStats package [73].

8.2.1 Tests of Two Limit Setting Techniques

The CLs criterion is not the only viable choice for setting limits on anomalous triple

gauge couplings. Additionally, the CLs treatment does not transition in a reason-

able way to allowed regions where the null hypothesis is excluded. Specifically, the

property that the CLs confidence interval always covers the null hypothesis prevents

this kind of behavior entirely. This property instead results in the behavior that the

presense of a real anomalous triple gauge coupling is indicated merely by the observed

limit wildly disagreeing with the expected limit in the case of no signal and no actual

exclusion of the null hypothesis.

The profile likelihood treatment, similar to that used by CDF and D0, instead

uses Wilks’ theorem which holds that maximum likelihood estimates are distributed

as a χ2 distribution and hence their quantiles correspond to confidence intervals. To

calculate the quantiles, the number of degrees of freedom is assigned to be the number

of parameters of interest being varied at the time. In the case of aTGC limits, due

to the degeneracies in shape between the different couplings, at most two couplings

are varied at a time.

To verify these behaviors a case study was performed using pseudo-data taken

from aTGC limits being set for Wγ, a corresponding charged triple gauge coupling

analysis. Since this study was performed to understand the behavior of statistical

techniques and was presented before results were made public, it is scaled to different
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Figure 8.1: CLs limits in the scenario of anomalous triple gauge couplings for a toy
MC study representing 3 fb−1. The left plot demonstrates the response of the limits
in the case of no aTGC. The right plot demonstrates the response with an aTGC
signal represent, and the non-exclusion of the null hypothesis, the Standard Model.

integrated luminosity, 3 fb−1, and has different systematics compared to the true

analysis. The results of performing the CLs limit setting procedure with and without

an anomalous triple gauge coupling signal is shown in Figure 8.1. The null-covering

property of the CLs methodology is readily apparent. The exact same aTGC data,

treated with using profile likelihood limits shows the formation of allows regions

and rejection of the null hypothesis and is shown in Figure 8.2. However, there are

some further problems in the use of profile likelihood limits. For instance, there is

a degeneracy in the values of the parameters excluded since the deformations in the

pT distributions from aTGCs are insensitive to the sign of the anomalous coupling

and the minimizers and contour finders [74] used to determine the limit will only find

one of the allow regions. This results in an improper limit again since one of the

degenerate values will be improperly excluded. Since either limit setting technique

has a signature of the data not agreeing with the null hypothesis, both are equally

applicable for setting limits and CLs limits are used in this thesis.
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Figure 8.2: Profile likelihood limits on anomalous triply gauge couplings for the same
toy MC study as Figure 8.1. Here the SM is excluded but only one of the degenerate
allowed regions is found as shown in the likelihood scan in the right plot.

8.3 Limits on Zγ Anomalous Triple Gauge

Couplings

The aTGC signal is generated using Sherpa [28] to simulate the Zγ+n jet (n ≤ 1)

process. Two aTGC parameters, hV3 and hV4 with V = Z, γ are freely varied. The

generated data are normalized to the calculated NLO cross section from MCFM [19]

including anomalous triple gauge couplings.

One and two dimensional limits are set in the hV3 and hV4 parameter space. For

one dimensional limits when V = Z, we set all Zγγ couplings to their SM values, to

zero, and for V = γ we set all ZZγ couplings to zero.

The 95% C.L. two-dimensional contours are given in Fig. 8.3 for the scenario with

no form-factor, and their corresponding one-dimensional limits in Table 8.1.
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hγ3 hγ4 hZ3 hZ4
Zγ → eeγ [-0.013, 0.013] [-1.1e-4, 1.1e-4] [-0.011, 0.011] [-9.9e-5, 9.5e-5]
Zγ → µµγ [-0.013, 0.013] [-1.1e-4, 1.2e-4] [-0.011, 0.011] [-1.0e-4, 1.1e-4]
Zγ → ``γ [-0.010, 0.010] [-8.8e-5, 8.8e-5] [-8.6e-3, 8.4e-3] [-8.0e-5, 7.9e-5]

Table 8.1: One-dimensional limits on Zγ anomalous trilinear gauge couplings.
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Figure 8.3: 95% confidence level contours for Zγγ (left) and ZZγ (right) couplings
from the combined information of the electron and muon channels. The observed
limits are within one standard deviation of the expected sensitivity.

8.4 Previous Results

Both the Tevatron [75] and LEP [76] colliders have produced results on anomalous

triple gauge couplings. Different choices of limit setting technique and kinematic

variables were used in each analysis due to the different kinematic properties of each

collider in addition to the nature of the colliding particles. The LEP experiments set

limits using angular correlations in addition to photon pT shape since the direction and

charges of the incoming leptons were known, making the LEP experiments sensitive

to effects dependent on angular correlation and thus on CP.
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The Tevatron experiments used photon pT based analyses to extract limits on

anomalous triple gauge couplings and are therefore insensitive to the difference be-

tween the CP even and CP odd neutral aTGCs. The Tevatron experiments chose

to analyze the pT distribution since this analysis variant is very robust and sensi-

tive to the magnitude of the anomalous couplings and when measuring a difference

from zero the magnitude is the quantity of primary importance. There is difficulty

in adding meaningful angular variables, since it requires detailed knowledge of the

detector efficiencies as well as accurate and precise simulation of the detector and

physics involved, as to not create fake physical signals from detector mismodelings or

inefficiencies [16, 17]. Furthermore, the angular effects of aTGCs would show up at

only at high photon pT, being washed out by Standard Model production elsewhere.

8.4.1 The LEP Experiments

The LEP accelerator was an electron-positron collider at CERN located in the same

tunnel as the LHC is presently. On the LEP ring there were four experiments, DEL-

PHI, L3, ALEPH and OPAL [77–80]. Each of the experiments was a general purpose

particle physics detector aiming to thoroughly study the newly discovered W and Z

bosons. Along with measuring the properties of the W and Z bosons [81], the gauge

boson couplings to each other were measured by each experiment, including results

on Zγ aTGC limits. Due to the ‘clean’1 nature of events at LEP, the Zγ final states

with the largest branching fractions were studied first, since there was effectively no

background. This is in contrast with the Tevatron and LHC, where the qq̄γ and νν̄γ

final states of the Z are difficult to detect due to the large backgrounds from QCD

1There is practically no QCD background in electron-positron collisions, except from ISR pho-
tons that decay into quark pairs.
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processes2.

The DELPHI collaboration set limits on anomalous triple gauge couplings by

measuring the total cross section of the process e+e− → νν̄γ, with the requirement

that the energy of the photon be greater than 25 GeV and the polar angle be 25◦ <

θγ < 135◦ [82]. Here, the polar angle is measured as the angle of the photon with

respect to the LEP electron direction in the lab frame. The associated measured

cross section by the DELPHI collaboration was:

σ(e+e− → γ + invisible particles) = 1.47± 0.38(stat.)± 0.30(syst.)pb,

limits on aTGC were set using a form factor cutoff scale of 1 TeV and are shown in

Figure 8.4.

( )P. Abreu et al.rPhysics Letters B 423 1998 194–206 205

were each weighted with the statistical precision of
the topology concerned. The log likelihood distribu-
tions from which the results are derived are shown in
Fig. 2. The parameter values determined are all
consistent with zero, and hence with the expectations
of the Standard Model.

4. Results on ZVg couplings

The sample of 15 events selected from the com-
bined data at 161 and 172 GeV yields a cross-section

s eqey™ g q invisible particlesŽ .
s1.47"0.38 stat. "0.30 syst. pbŽ . Ž .

in the region of phase space with E )25 GeV andg

458-u -1358, corrected for the experimental effi-g

ciencies within these selections. The systematic un-
certainty comes mainly from the calibration of the
calorimeter energy scale and from the errors on the
detection and trigger efficiencies.
The cross-section given above corresponds to a

95% C.L. limit

s eqey™ g q invisible particles -2.5 pbŽ .
in the same region of phase space, including the
effect of systematic uncertainties. This limit is shown
in Fig. 3 together with the predicted cross-section as

Fig. 3. Variation of the predicted cross-section for large angle
single photon production in DELPHI at 161 and 172 GeV with the
ZVg couplings hg and hZ , for energy scale Ls1 TeV and30 30
ns3 in the form factor representation of hV. The square points on3
the curves show the unitarity limits for the two couplings corre-
sponding to these values of L and n.

a function of the ZVg coupling parameters hg and30
hZ defined in Section 1. Limits at 95% C.L. of30

< g < < Z <h -0.8 and h -1.330 30

are derived at a scale Ls1 TeV and with ns3 in
the form factor representation of hV. The limit ob-3

< g <tained for h represents a considerable improve-30
ment over those reported previously from LEP data
w x13,14 , and may be compared with the current limit

< g <set by the D0 experiment: h -0.37 for Ls75030
w x < Z <GeV 12 . The limit obtained for h exceeds the30

< Z <unitarity limit, h s0.99, for the values of L and30
n used in the form factor, and for current values of
's , the data show little sensitivity to the other
CP-conserving vertex factors, hV. If the analysis is4
applied to measure the CP-violating parameters hg10
and hZ , the same limits are obtained as for hV .10 30

5. Conclusions

Trilinear gauge couplings have been measured in
DELPHI using data corresponding to integrated lu-
minosities of 10.0 pby1 at 161 GeV and 9.98 pby1
at 172 GeV. Values of the CP-conserving WWV
couplings a , a and a and of the CP-violat-Wf W Bf
ing couplings a and a have been derived using˜ ˜BW W
data from topologies populated both by WW produc-
tion, eqey™WqWy, and by single W production,
eqey™Wen . The results are summarized in Table
2. Limits on the ZVg couplings hg ,Z have also been3
determined using data from single photon produc-
tion, with results given in Section 4. No evidence for
deviations from Standard Model predictions is ob-
served in the present data. Further running at LEP2
should yield an improvement of up to an order of
magnitude in the precision of the results obtained.
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Figure 8.4: Limits on anomalous triple gauge couplings from the DELPHI collabora-
tion using the e+e− → νν̄γ final state. Limits are set on hZ,γ3 with a cutoff scale Λ =
1 TeV and n = 3. The square points correspond to the unitarity bounds of for this
cutoff scale. [82]

The L3 collaboration performed a similar analysis. Here, the final state photon

was required to have energy greater than 15 GeV and to be consistent with a photon
2At the Tevatron and LHC the high-purity charged lepton final states of the Z are used to

eliminate background.
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that originated from the interaction region3. The polar angle of the photon was

required to be within the range 20◦ < θγ < 160◦ [83]. The aTGC limits were set

using form factors with cutoff scales of 0.5 and 1 TeV and were compared to the

available limits established by CDF at the Tevatron [84], adopting the same form

factors for direct comparison. These limits are shown in Figure 8.5.L3 Collaboration/Physics Letters B 346 (1995) 190-198 197 

Fig. 3. Upper limits at the 95% C.L. on the ZZy coupling from 
L3 single-photon data for two different values of AZ. The cor- 
responding limits from unitarity are indicated. Also shown is the 
95% upper limit contour for AZ = 0.5 TeV obtained by CDF 1221 
from study of the reaction pd - !++U-yX. 

Fig. 3 shows 95% C.L. limit contours from the L3 
single-photon data in the h& - h$ (h& - /I.$,) plane 
for scales 0.5 TeV and 1 .O TeV. There is not much vari- 
ation with scale, as expected if Az is large compared 
to mz. Also displayed are the constraints imposed by 
the requirement that the cross sections respect unitar- 
ity at all energies. The unitarity limit is very sensi- 
tive to scale, decreasing as Ag3 along the h&-axis and 
as A24 along the h&-axis for our choice of ni. The 
CDF collaboration has recently reported limits on the 
ZZy coupling [ 221 for an assumed scale of 0.5 TeV 
obtained from study of the reaction pp -+ e’&-yX. 
These are also plotted in Fig. 3. The L3 and CDF limit 
contours appear rotated with respect to each other be- 
cause, as the effective center-of-mass energy varies 
from mz (LEP) to the range of a few hundred GeV 
(Tevatron), the contributions to the amplitude from 
terms involving Izf (hf ) rise steeply relative to those 
from terms involving hf (hf ). 

To obtain the limits shown in Fig. 3, the form factor 
11: ( hf ) has been assumed real relative to It: (/zg ) . 
In this case, the contributions from the two form fac- 
tors interfere, as is evident from Fig. 3. On the other 
hand, the contributions of the form factors add inco- 
herently if one member of the pair is chosen to be 
imaginary with respect to the other or if one member of 
the pair is CP-conserving and the other CP-violating. 
The L3 limit contours at the 95% C.L. for pairs of 

non-interfering form factors can be determined from 
the axis intercepts in Fig. 3, which correspond to the 
limits on the associated form factor with all the other 
form factors assumed to be zero. For example, for 
A~=05 TeV, the I& axis intercepts are f0.85 and the 
II&, axis intercepts are f2.30. Thus the limit contour 
in the h$, - h& plane would be an ellipse with major 
and minor axes parallel to the h.$, and h$, axes, re- 
spectively, intercepting the h& and h$, axes at f2.30 
and kO.85, respectively. 

5. Summary 

We have reported on the search for energetic single- 
photon events in the data collected by L3 during 199 l- 
1993 and have shown that the characteristics of the 
events found are consistent with what is predicted by 
the Standard Model. We have used the results to set 
an upper limit on the T neutrino magnetic moment of 
4.1 x 1 0e6p~ at the 90% C.L. and to constrain the ZZ? 
coupling. 
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Figure 8.5: Limits on anomalous triple gauge couplings from the L3 collaboration
using the e+e− → νν̄γ final state. Limits are set on hZ3,4 with cutoff scales Λ = 0.5
& 1 TeV and n = 3. A comparison to the CDF collaboration’s results is displayed as
well. [83]

Due to improvements of the theoretical description and better understanding of

the detector performance, the ALEPH collaboration was able to set limits on neutral

anomalous triple gauge couplings using both the pT shape and angular distributions of

the Zγ final state. The ALEPH collaboration investigated the qq̄γ final state to probe

the anomalous couplings using a kinematic dependent photon energy cut of Eγ >

Epeak−15GeV , | cos θγ| < 0.95 and more performant jet-finding algorithms [85]. This

3L3 had a layered calorimeter capable, to some extent, of pointing.
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analysis demonstrates the ability of angular correlations to provide a determination

of the sign of the anomalous triple gauge coupling parameters and the limits set can

be seen in Figure 8.6.
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Figure 8.6: Limits on anomalous triple gauge couplings from the ALEPH collabora-
tion using the e+e− → qq̄γ final state. Limits are set on all eight anomalous couplings
using a reweighing technique. Both pT and angular information are input to the fit.
No form factor is used. [85]
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The OPAL collaboration also used a pT and angular based analysis of the νν̄γ and

qq̄γ final states to probe for anomalous couplings [29]. This analysis represents the

most advanced and precise of all the LEP analyses summarized here. In the OPAL

analysis, the selection of the photon is common between the hadronic and leptonic

channels, requiring: 50 GeV < Eγ < 90 GeV and 15◦ < θγ < 165◦. The resulting

aTGC limits are presented in Figure 8.7.
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Figure 6: Negative log-likelihood function for the hZ
i couplings as obtained from the analysis of the

qqγ channel (dash-dotted line), of the νν̄γ channel (dashed line) and from their combination (solid
line).
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Figure 7: Negative log-likelihood functions for the hγ
i couplings as obtained from the analysis of the

qqγ channel (dash-dotted line), of the νν̄γ channel (dashed line) and from their combination (solid
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Figure 8.7: Limits on anomalous triple gauge couplings from the OPAL collaboration
using the e+e− → qq̄γ and e+e− → νν̄γ final states. Limits are set on all eight
anomalous couplings using a multidimensional fit based on MC yields. Both pT and
angular information are input to the fit. No form factor is used. [29]

Throughout all the studies performed and limits set by the four LEP collaborations

there were no statistically significant deviations of the measured neutral aTGCs from

their predicted standard model values. However, it is of note that the sensitivity of

the experiments was intrinsically kinematically limited by the LEP center of mass

energy of 208 GeV, and the effect of the aTGCs depends critically on the available

energy in the initial state. Nevertheless, these measurements played a crucial role

in improving the analysis techniques, both theoretically and in terms of statistical
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methods, and represented a fundamental milestone for further measurements with

higher kinematic reach typical of experiments at the Tevatron and LHC.

8.4.2 Experiments at the Tevatron

The CDF [86] and DØ [87] detectors operated from 1983 until 2011 at the proton-

antiproton Tevatron collider, which operated at 1.0, 1.6, 1.8, and 1.96 TeV center of

mass energies. While the two detectors’ main contribution to particle physics was the

discovery of the top quark [88,89], each also made significant contributions in setting

limits on neutral aTGCs. The significantly higher center of mass energy available at

the Tevatron coupled with larger luminosity improved the limits by nearly an order

of magnitude compared to the even the most recent LEP results. Since the Tevatron

is a hadron collider, there is a significant rate of jets being identified as photons. This

causes idenfication of hadronic Z decays to be prone to large fake rates due to the

large cross section of pp→ 3 jets +X at hadron colliders. In light of this, the aTGC

analyses performed at the Tevatron use only the electron, muon and neutrino decays

of the Z boson to tag candidate events4. The hadronic jet background is estimated

by analyzing the differences in the shape of the energy deposit left by ‘fake’ photons

as compared to true electrons or photons.

Both aTGC analyses performed by CDF [90] and DØ [91] set limits on the CP-

conserving neutral aTGCs parameters, hZ,γ3 and hZ,γ4 , using the pT distribution of

photons identified in association with a Z boson decaying leptonically. The resulting

limits from the DØ analysis are found in Figure 8.8. The corresponding limits from

the CDF collaboration, set using more data and the same final states, are shown in

Figure 8.9. The DØ experiment was the first to exploit the νν̄γ final state, due to

4Limits obtained from tau decays of the Z in the search for Zγ have not yet been considered at
the Tevatron.
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6

three improvement over the results published in Ref. [6].
The limits on the hZ

30, hZ
40, and hγ

40 couplings improve
on the constraints from LEP2, and are the most restric-
tive to date. The limits on the CP-violating couplings hV

10

and hV
20 are, within the precision of this measurement, the

same as the limits on hV
30 and hV

40, respectively. Hence,
we can constrain the strength of the couplings but not
the phase. As the described method is sensitive only to
the magnitude and the relative sign between couplings,
the one- and two-dimensional limits are symmetric with
respect to the SM coupling under simultaneous exchange
of all signs. The 95% C.L. one-dimensional limits and
two-dimensional contours are shown in Figs. 2a and 2b
for the CP-conserving Zγγ and ZZγ couplings, respec-
tively.
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FIG. 1: Photon ET spectrum in data (solid circles), sum of
backgrounds (dash-dot line), and sum of MC signal and back-
ground for the SM prediction (solid line) and for the ATGC
prediction with hγ

30 = 0.09 and hγ
40 = 0.005 (dashed line).

The shaded band corresponds to the ± 1 s.d. total uncer-
tainty on the predicted sum of SM signal and background.

In summary, we observe 51 νν̄γ candidates with
17.3 ± 0.6(stat.) ± 2.3(syst.) background events us-
ing 3.6 fb−1 of data collected with the D0 detector at
the Tevatron. We measure the most precise Zγ →
νν̄γ cross section to date at a hadron collider of 32 ±
9(stat. + syst.)±2(lumi.) fb for the photon ET > 90 GeV,
in agreement with the SM prediction of 39 ± 4 fb [17].
The statistical significance of this measurement is 5.1 s.d.,
making it the first observation of the Zγ → νν̄γ process
at the Tevatron. We set the most restrictive limits on
the real parts of the anomalous trilinear gauge couplings
at hadron colliders at the 95% C.L. of |hγ

30| < 0.033,
|hγ

40| < 0.0017 and |hZ
30| < 0.033, |hZ

40| < 0.0017. Three
of these limits are world’s best to date. These limits ap-
proach the range of expectations for the contributions
due to one-loop diagrams in the SM [1, 2].
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Figure 8.8: Limits from D0 on anomalous triple gauge couplings using all leptonic
decay modes of the Z except that to taus. The spectrum shown to the left is for the
νν̄γ final state only. [91]

the much larger branching ratio of the Z to the three neutrinos.

Parameter (Λ = 1.2 TeV) (Λ = 1.5 TeV)
hZ3 [-0.024,0.027] [-0.020,0.021]
hZ4 [-0.0013,0.0013] [-0.0009,0.0009]
hγ3 [-0.026,0.026] [-0.022,0.020]
hγ4 [-0.0012,0.0013] [-0.0008,0.0008]

Figure 8.9: Current limits from CDF on anomalous triple gauge couplings including
all leptonic decays of the Z aside from taus. [90]

8.4.3 aTGC Limits from ATLAS with 1 fb−1

The ATLAS experiment at the LHC has recently produced limits on Zγ anomalous

triple gauge couplings [92]. The methodology used was a reweighing technique where a

fully reconstructed sample with an anomalous triple gauge coupling was produced and

then subsequently re-weighed using a quadratic function determined from generator
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level information to represent effect of different anomalous triple gauge couplings.

The limits are set using the profile likelihood methodology. Unlike the CMS analysis

presented here, a jet veto is applied to remove the effects of higher order corrections

to the Zγ cross section. Like the CMS, CDF, and D0 analyses the ATLAS aTGC

limits are extracted using the photon pT distribution only and use only one bin in

photon pT to measure the deviation in the cross section. The results of this analysis

are shown in Figure 8.10.
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FIG. 4. The 95% CL intervals for anomalous couplings from ATLAS, D0 [3], CDF [1], CMS [5] and LEP [6] for (a),(b) the
neutral aTGCs h�

3 , hZ
3 , h�

4 , hZ
4 as obtained from Z� events, and (c) the charged aTGCs �� , �� . Integrated luminosities and

new physics scale parameter ⇤ are shown. The ATLAS, CMS and Tevatron results for the charged aTGCs are measured from
W� production. The LEP charged aTGC results are obtained from WW production, which is sensitive also to the WWZ
couplings and hence required some assumptions about the relations between the WW� and WWZ aTGCs [6, 35–37]. The
sensitivity of the LEP data to neutral aTGCs is much smaller than that of the hadron colliders; therefore the LEP results have
not been included in (a) and (b).

low (15 GeV) and high (60 GeV or 100 GeV) photon
E�

T thresholds. For the high photon thresholds, where
multi-jet production dominates, the measured inclusive
W� cross sections are higher than the NLO calculations
for the inclusive pp ! l±⌫�+X process, which do not in-
clude multiple quark/gluon emission. The measurements
are also compared to LO MC generators with multiple
quark/gluon emission in the matrix element calculations.
These LO MC predictions reproduce the shape of the

photon E�
T spectrum and the kinematic properties of the

leptons and jets in the W� and Z� candidate events.
The measurements of exclusive W� (Z�) production

with E�
T > 100 (60) GeV are used to constrain anoma-

lous triple gauge couplings (�� , �� , hV
3 and hV

4 ). No
evidence for physics beyond the SM is observed. The lim-
its obtained in this study are compatible with those from
LEP and Tevatron and are more stringent than previous
LHC results.

Figure 8.10: Current one dimensional limits from ATLAS using 1 fb−1 of integrated
luminosity collected in 2011. A comparison to CDF, D0 and CMS 36 pb−1 results is
shown. [92]

8.4.4 Comparison To Presented Results

The results presented in this thesis represent a significant increase in statistical power

over the results from LEP, The Tevatron, and ATLAS at the LHC. The LEP results,

while they do make use of angular variables and decays of the Z with higher branching

fraction, are limited both in statistics and energy reach. The presented limits are more

stringent than the LEP results by at least two orders of magnitude in all cases.

The Tevatron results all use a form factor of 1.2-2 TeV, arbitrarily limiting their
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sensitivity to couplings since form factors suppress the aTGC enhancements to the

cross section. This also makes the limits difficult to compare between CMS and the

Tevatron, though some guess can be made from the ATLAS results in Figure 8.10.

Still, the higher energy reach available at the LHC allows better probing of aTGCs

as their effects in the case of Zγ scale linearly or better with the average ŝ available

in collisions.

The LHC results from ATLAS use only 1 fb−1 of data and do not analyze the shape

of the photon pT distribution that they are using to set limits, though the detriment

of this is reduced as the photon pT cut in the aTGC analysis is 60 GeV. Since aTGCs

are an effect that manifests at high photon pT, the shape is an important factor and

this is included in the CMS analysis since it is performed differentially in photon pT

starting from 40 GeV. The CMS expected limits on, i.e. sensitivity to, the anomalous

triple gauge couplings using the full 5.0 fb−1 is an expected factor of 1/
√

5 better

than those of ATLAS. This indicates the the primary reason for the improvement

is the larger statistical sample. Correspondingly, the observed limits, given in Table

8.1, on the couplings are a factor of 2.8 better than those of ATLAS, slightly better

than statistics but likely driven by the underflucuation seen compared to the expected

limits. This represents a significant improvement in limits on anomalous triple gauge

couplings and a powerful verification of the Standard Model.
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Chapter 9

Conclusions

9.1 Summary

The complete methodology for performing the analysis on the Zγ final state at CMS

to calculate its production cross section and set limits on anomalous triple gauge

couplings has been presented. The analysis depends critically on three reconstruction

algorithms to accurately and efficiently identify muons, electrons and photons. The

identification of muons, electrons, and photons is achieved through the use of stringent

isolation criteria, accurate modeling of shower shape profiles, and performing track

fit algorithms.

Since there is still a significant irreducible background from fake photons due to

jets that hadronize into π0s, a data-driven background estimation technique was im-

plemented based on shower shapes since the MC does not accurately predict the fake

photon yield. The results of the data-driven background estimations, in addition to

percent-level corrections from MC based background estimates, were used to extract

the number of signal events in the electron and muon decay channels of the Z in the

Zγ diboson system.
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Using these techniques, the Zγ cross section was extracted in the electron and

muon channels using the entire statistics of the 2011 CMS dataset. The measured

cross sections and their combination are found in agreement with NLO standard

model predictions within errors. Additionally, limits on the neutral ZγZ and Zγγ

anomalous triple gauge couplings were set using the CLs methodology with allowed

regions: −0.010 < hγ3 < 0.010, −8.8 · 10−5 < hγ4 < 8.8 · 10−5, −8.6 · 10−3 < hZ3 <

8.3·10−3, and −8.0·10−5 < hZ4 < 7.9·10−5 at 95% confidence level. No form factor was

used in limit setting and the statistical senstivity of the measurement improved by a

factor of 1/
√

5 upon the most recent limits published by the ATLAS collaboration.

9.2 Outlook

The 2012 dataset being collected presently represents rich opportunities for further

studies of the Zγ final state since it should provide more than 20 fb−1 of data. The

study of the recently discovered boson at 125 GeV [93,94] is of enormous interest since,

as it decays to γγ, it is likely to decay to Zγ as well and, according to standard model

expectations, should become accessible with the full 2012 dataset. Furthermore, the

study of anomalous triple gauge couplings will remain relevant since the statistical

power of the dataset will allow even more stringent limits to be set. Recent advents in

theoretical treatment of anomalous triple gauge couplings in the context of effective

field theory [95] will provide a modern and more theoretically consistent framework

for simulating and describing aTGCs.

An aspect of anomalous triple gauge couplings which has been so far out of reach at

hadron colliders is the study of the angular correlations and spin alignment of the Zγ

final state. A method for extracting this information using a data-driven technique

to estimate the phase space is discussed in Appendix C. Moreover, the analysis
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program used for extracting the anomalous triple gauge couplings was developed in

a generalized way such that any relevant physical observable can be used to test for

aTGCs. The general nature of the program has allowed it to be used to extract

anomalous couplings in several diboson final states at CMS. Since most of these

diboson final states have low cross sections, the results obtained using the 2011 dataset

should be significantly improved in 2012. These additional final states and their

corresponding aTGC limits are discussed in Appendix B.
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Appendix A

Template Method Fit Results
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Figure A.1: Template fit results in the ECAL barrel for 15 GeV < pγT < 35 GeV
in the muon channel. The blue line is the signal template and the red line is the
background template.
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Figure A.2: Template fit results in the ECAL barrel for 35 GeV < pγT < 500 GeV
in the muon channel. The blue line is the signal template and the red line is the
background template.
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Figure A.3: Template fit results in the ECAL endcap for 15 GeV < pγT < 60 GeV
in the muon channel. The blue line is the signal template and the red line is the
background template.
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Figure A.4: Template fit results in the ECAL endcap for 60 GeV < pγT < 500 GeV
in the muon channel. The blue line is the signal template and the red line is the
background template.
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Figure A.5: Template fit results in the ECAL barrel for 15 GeV < pγT < 30 GeV
in the electron channel. The blue line is the signal template and the red line is the
background template.
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Figure A.6: Template fit results in the ECAL barrel for 30 GeV < pγT < 500 GeV
in the electron channel. The blue line is the signal template and the red line is the
background template.
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Figure A.7: Template fit results in the ECAL endcap for 15 GeV < pγT < 60 GeV
in the electron channel. The blue line is the signal template and the red line is the
background template.
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Figure A.8: Template fit results in the ECAL endcap for 60 GeV < pγT < 500 GeV
in the electron channel. The blue line is the signal template and the red line is the
background template.
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Appendix B

Other Anomalous Triple Gauge

Coupling Measurements

q
`V

q̄

γ

`
q

q̄

V

`

`

γ

q
`

q̄

V
V

γ

`

Figure B.1: The LO αS diagrams for Vγ production, where V=W,Z,γ∗. The Wγ
coupling occurs naturally in the SM, unlike Zγ. In the case of Wγ production the
charged lepton is radiating the photon in the FSR diagram.

The measurement of and limits on anomalous triple gauge couplings presented for

the Zγ analysis were performed in tandem with the search for anomalous couplings in

the Wγ. The same class of Feynman diagrams, Figure B.1, describes the production

of Wγ as for Zγ with the exception that there is a naturally arising triple gauge vertex

between the W± bosons since they are charged. Instead of the couplings h
Z/γ
i being

introduces in the vertex function, the charged anomalous triple gauge couplings are

inserted into the SM using a lagrangian approach [23], where the lagrangian is given



152

by:

LWWV /gWWV = igV1
(
W †
µνW

µV ν −W †
µVνW

µν
)

+ iκVW
†
µWνV

µν

+
iλV
m2
W

W †
λµW

µ
ν V

νλ − gV4 W †
µWν (∂µV ν + ∂νV µ)

+ gV5 ε
µνρσ

(
W †
µ

↔
∂ ρWν

)
+ iκ̃VW

†
µWνṼ

µν

+
iλ̃V
m2
W

W †
λµW

µ
ν Ṽ

νλ

, where V = Z, γ. The anomalous couplings ∆gV1 = gV1 − 1, ∆κV = κV − 1, and λV

are related in the ‘LEP parameterization’ [96,97], which is motivated by requiring the

non-zero anomalous couplings to not affect gauge, C, or P invariance. The general

LEP parameterization of the couplings is:

∆κZ = ∆gZ1 −∆κγ tan2 θW and λZ = λγ = λ (B.1)

and in the ‘equal couplings’ scenario, where the γWW and ZWW couplings are set

equal and enforces the relation ∆gZ1 = ∆gγ1 = 0, leaving two free anomalous couplings

to study using the Wγ final state.

The CMS Collaboration(CITE ME – Vγ) set limits on ∆κγ and λγ using the

same limit setting program ‘aTGCRooStats’, developed by the author, to calculate

the 95% CLs interval. The combined one and two dimensional limits set with the

electron and muon channels of the Wγ analysis are shown in Figure B.2. As with the

limits on Zγ no form factor or energy dependence of the coupling is assumed in the

limits on Wγ aTGCs. The analysis to set the limits on these parameters using the

WZ diboson process is currently in progress, using the same limit setting techniques

and programs. The corresponding analysis using WW exists as a 2010 analysis on 36

pb−1 [98], where a preliminary version of aTGCRooStats was used as a cross check.

The WW result based on the full 2011 dataset is in preparation.
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Figure B.2: The two (top) and one (bottom) dimensional limits on ∆κγ and λγ set
with the electron and muon channels of the Wγ analysis. The two bottom plots are
cross sections of the top plot when the coupling not being plotted is zero.

Diboson processes with a massless, ‘on-shell’, photon in the final state, Wγ and

Zγ, have the a unique advantage since they directly observe the photon from the in-

teraction. However, the diboson processes with two massive bosons in the final state

are important as well in the context of aTGCs since there are additional aTGCs or

overlapping sets of aTGCs when considering these processes. The LO Feynman dia-

grams for these processes is given in Figure B.3. The charged triple gauge couplings,

resulting in the WW and WZ final states, all share the same set of couplings when
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considered under the LEP parameterization. These channels can be combined to

gain improvement in the statistical power of the limits and to test the universality

conditions of the equal couplings scenario.

q

V

q̄ V ′

q

q̄

V
V

V ′

Figure B.3: The LO αS diagrams for VV production, where V,V’=W,Z. TGCs occur
naturally in the SM between the massive vector bosons, except ZZ.
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Figure 2: Expected and observed two-dimensional exclusion limits at 95% CL on the anoma-
lous neutral trilinear ZZZ and ZZg couplings. The green and yellow bands represent the one-
and two-standard-deviation variations from the expected limit. In calculating the limits, the
couplings that are not shown in the figure are set to zero.

from the expected limit. The present limits are dominated by statistical uncertainties. System-209

atic uncertainties arising from the uncertainty on the theoretical cross section, PDF, detector210

efficiencies, and luminosity are introduced in the form of nuisance parameters with log-normal211

probability density functions. One-dimensional 95% CL limits for the f Z,g
4 and f Z,g

5 anomalous212

coupling parameters are measured to be �0.012 < f Z
4 < 0.013 and �0.012 < f Z

5 < 0.013, and213

�0.014 < f g
4 < 0.014 and �0.015 < f g

5 < 0.015. In the fit all aTGC parameters except that214

under study are kept fixed to zero. These limits, obtained assuming no form factor, extend215

previous results on vector boson self-interactions and are currently the most stringent limits216

established for ZZZ and ZZg couplings.217
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Figure B.4: The two dimensional limits for ZZ anomalous triple gauge couplings. The
observed limit is within one sigma of the observed and sets the most stringent limits
to date on ZZ aTGCs. [99]

The ZZ anomalous triple gauge couplings are treated in a similar fashion to the

Zγ couplings in that they are introduced via a vertex function that contains the triple

gauge couplings. The vertex function for ZZ aTGCs is [23,100]:

gZZV ΓαβµZZV = e
P 2 −M2

V

M2
Z

[
ifV4

(
Pαgµβ + P βgµα

)
+ ifV5 ε

µαβρ(q1 − q2)ρ
]
,
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where P , q1, and q2 are labeled the same as in Figure 2.11, except q2 is an outgoing

Z boson. As in Zγ, the incoming particle may be an off-shell photon or a Z, giving

rise to two sets of couplings depending on the incoming particle. In the CMS analysis

of ZZ anomalous triple gauge couplings [99], using aTGCRooStats, only the decays

of Zs into light leptons are considered, yielding low background. However, instead of

using the boson pT, limits are set using the four-lepton invariant mass since in the

case of ZZ production it yields equivalent signal significance for aTGCs and doesn’t

change shape when including higher order corrections. The limits set are given in

Table B.1 for one dimensional limits and Figure B.4 for two dimensional limits. As

with the limits on Zγ no form factor or energy dependence of the coupling is assumed

in the limits on ZZ aTGCs.

Channel fZ4 fZ5 fγ4 fγ5
ZZ → ```` [-0.012,0.013] [-0.012,0.013] [-0.014,0.014] [-0.015,0.015]

Table B.1: The one dimensional anomalous triple gauge coupling limits for ZZ.

With the completion of the WZ and WW results, CMS will provide a theoretically

rich set of results measuring very precisely the interactions, or lack thereof, of the

four electroweak bosons. The ATLAS experiment also performs these measurements

and combinations of the 2011 and, later, 2012 aTGC results are foreseen.
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Appendix C

A Data-Driven Method for

Extraction of Spin Alignment

Anisotropy Parameters

The measurement of spin alignment, or ‘polarization’, is a powerful tool for examining

the ways in which a particle or system of particles is produced. The spin projection

Jz, with z the spin quantization axis, determines how decay products are oriented

in the final state since the decay products’ spin projections must sum to yield the

spin projection of the parent particle. Considering the case of Z production it is

apparent that a particular production mode corresponds to a particular polarization

of the Z, since the total spin alignment of the initial quarks annhilating to form

the Z determines this. Furthermore any angular distributions measured from the

decay will be the average of all polarizations being produced, weighted by their rates.

A description of the angular distributions of vector particles’ decay products and

constraints on those distributions are given in [101, 102]. An extension to higher

dimensional angular distributions is given in the context of χc decays [103], but is
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equally applicable to the Zγ final state since it also a final state that consists of a

heavy vector particle and a photon.

Polarization measurements are canonically performed by taking a physical polar-

ization distribution, such as:

w(cos θ, ϕ) = λθ cos2 θ + λϕ sin2 θ cos 2ϕ+ λθϕ sin 2θ cosϕ (C.1)

for parity conserving decays of vector particles, and then modifying this function

by the detector acceptance and efficiency in a bin of pT and rapidity of the parent

particle. cos θ and ϕ are the polar and azimuthal helicity angles measured in the

center of mass frame of a particle, which decribe the decay angles of the daughter

particles in the center of mass frame with respect to a chosen z-axis. The acceptance

and efficiency are commonly given as ‘maps’ in the angular variables being measured,

such a map is shown in Figure C.1 This näıvely produces a model of the observed

polarization distribution including all detector effects and is then used to measure

the observed angular distributions.

However, a problem arises when attempting to measure these distributions from

data. The support of the theoeretical polarization distribution being measured de-

pends in a multidimensional way, i.e. in all angles of the distribution, on the kinemat-

ics of the parent particle and the cuts on (i.e. kinematic and geometric acceptance)

and efficiency of finding the decay products. This problem was first described in the

context of b-physics [104,105], where the solution of measuring the distributions fully

differentially in all angles was given. This solves the problem of integrating over zeros

in the acceptance distribution as well as resolving the ambiguity in the polarization

measurement if the natural polarization frame is rotated away from the experimen-

tal one. However, this significant advancement does not address the long standing

issue of the dependence of polarization measurements on monte carlo for estimation
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Figure C.1: A typical acceptance map used in polarization measurements, binned in
cos θ and ϕ.

of kinematic acceptance.

If the acceptance in the MC does not model the acceptance in data, the po-

larization measurement will be biased, since any remaining differences between the

acceptance-corrected distribution being determined with a fit and the real detector

acceptance will be accounted for by variation of the parameters of the polarization

distribution. These differences can arise from using different signal models in MC

that can change the average acceptance due to having a different kinematic distribu-

tion from the data. Therefore a method for determining the acceptance from data is

required, to remove acceptance modeling issues. Furthermore, the absolute efficien-

cies are also used to deform the physical polarization function. If the efficiencies in

data and monte carlo are different, assuming the MC efficiencies results in the same

kind of bias.

These problems all arise from a reliance on the MC and use of averages to deter-

mine the deformations in the physical polarization function caused by acceptance and



160

V 
rest frame

production 
plane

yx

z

θ

φ

ℓ+

()

Lab Frame

yx

z

(η1,φ1)

(η2,φ2)

ℓ+

Lab Z axis

ℓ -ℓ-

Chosen 
quantization 
axis

Figure C.2: The one-to-one correspondance between a chosen polarization frame and
the lab frame, by way of a unique lorentz boost.

efficiency. If, however, the acceptance is considered per-event and is interpreted as

the full decay phase space of one parent particle, a key relation arises. Per event, the

kinematics of the parent particle are completely determined from the decay products

and need not be averaged over. Furthermore, this treatment fixes the lorentz boost

between center of mass and lab frames shown in Figure C.2, and from this the entire

decay phase space of the parent particle can be calculated unambiguously using on-

the-fly Monte-Carlo [106] for each event to integrate the total avaiable phase space,

thus determining the support of the polarization function. This effectively re-decays

the observed final state, determining exactly what final state kinematics are within

detector acceptance and can contribute to the result.

Since there is now a unique correspondence between center of mass and lab frames,

kinematic cuts in the lab frame correspond directly to the center of mass frame.

Therefore, so long as the cuts are within the sensitive region of a detector, the kine-

matic part of the acceptance can be completely factorized out and calculated from the

known initial state kinematics, since the polarization function must be zero outside

of the kinematic acceptance. An example of the phase space of Z decay, using the

kinematic cuts of the Zγ analysis, is shown in Figure C.3. This causes all other de-
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Figure C.3: The phase space scan of the decay of a Z boson with pT = 30 GeV using
the Zγ analysis cuts, the red regions are where both leptons are within kinematic
cuts and white is where at least one is not.

formations in the physical polarization function to be described by efficiencies, which

can be measured from data with lab-frame coordinates using tag-and-probe and ap-

plied in-situ to the on-the-fly MC since the lab frame momenta of decay products are

uniquely determined. This produces a realistic estimation of the rates of a specfic

parent particle being detected in any part of the detector within the kinematic cuts.

This determines unabiguously the deformations in the physical polarization function

both acceptance and efficiency.

To perform a fit of the physical polarization function this technique is performed

for each observed particle. The general conditional probability distribution function,
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PDF, used to describe the angular distribution, in the 2D case is:

p(cos θ, ϕ|p̃, ~λ) =
ε(p1, p2)w(cos θ, ϕ|p̃, ~λ)∫ ∫

R ε(cos θ, ϕ)w(cos θ, ϕ|p̃, ~λ)d cos θdϕ
(C.2)

where p̃ is the momentum of the parent particle, p1 and p2 are the momenta of

the daughter particles, ε is the efficiency of finding the lepton pair in the detector

and R is region of phase space where both final state particles are within kinematic

requirements. This defines, for a given initial momentum, a probability distribution

with exactly the support of the data and includes all efficiency effects. Furthermore,

this alleviates the problems related to using MC acceptance maps since at no point

in the calculating is any distribution ever assumed aside from the distribution being

fit for, which is required for proper normalization.
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Figure C.4: The pull distributions of the polarization parameters given in when all
true values of parameters are zero, i.e. isotropic distribution. All distributions have
a mean consistent with zero and a standard deviation of one, implying that there is
no bias.

Since the PDF is conditional on the initial state momentum, it may be applied to

each observed event and the product forms a likelihood that convolutes over all events,

with each PDF having the appropriate support for its initial state. The negative-log-

likelihood can then be minimized and a solution to the coefficients in the polarization

distribution estimated. Additional models and observables, such as invariant mass,

may be added to the likelihood to separate species of events in a data sample and then
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measure their polarization simultaneously. Extensions to higher-dimensional angular

distributions are straightforward since the total acceptance is the product of all two

body decays in the total decay, for instance 2 sets of 2 angles for Zγ and 3 sets of 2

angles for ZZ.
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Figure C.5: The pull distributions of the polarization parameters given in when true
λθ = 0.5 and all other parameters are zero. All distributions have a mean consistent
with zero and a standard deviation of one, implying that there is no bias.

This procedure has been implemented in C++ as extensions to the RooFit frame-

work [107] for use in b-physics and electroweak physics. Pull distributions, showing

that the procedure itself is unbiased for zero polarization and large vector-like po-

larizations are shown in Figures C.4, C.5, and C.6. This technique requires precise

knowledge of the detector efficiencies and accurate models of signal and background.

The application of this technique to the Zγ final state is in progress, pending precise

determination of the absolute photon ID efficiencies. Additionally, a similar technique

to measure the polarization of the upsilon 1S, 2S, and 3S is completed and soon to

be published by the CMS collboration [108].
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Figure C.6: The pull distributions of the polarization parameters given in when true
λθ = −0.5 and all other parameters are zero. All distributions have a mean consistent
with zero and a standard deviation of one, implying that there is no bias.


