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Abstract

A search for new physics in events with a leptonically decaying Z boson and a large

transverse momentum imbalance in proton-proton collisions collected at
√
s = 13TeV

in 2016 with the Compact Muon Solenoid detector at the Large Hadron Collider is pre-

sented. The results of this search are interpreted in terms of a simplified model of dark

matter production via spin-0 or spin-1 mediators, a scenario with a standard-model-

like Higgs boson produced in association with the Z boson and decaying invisibly, a

model of unparticle production, and a model with large extra spatial dimensions. No

significant deviations from the background expectations are found, and limits are set

on relevant model parameters, significantly extending the results previously achieved

in this channel.
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Chapter 1

Introduction

Experimental high-energy particle physics is the study of the behavior of particles of

matter at the shortest distance scales. This field has advanced over the last century

to experimentally validate and iteratively refine the theoretical description of matter

that forms a basis for the interpretation of results spanning distance scales from the

cosmological to the subatomic. This description is known as the Standard Model

(SM), a quantum field theory (QFT) that explains the behavior of three of the four

known fundamental forces of nature, namely: the strong nuclear force, which is the

dominant force responsible for the formation of atomic nuclei; electromagnetism, the

force responsible for the formation of atoms, as well as the most visible force in our

daily lives; and the weak nuclear force, which is the dominant force responsible for

radioactive β decay of nuclei. The mathematical description of the strong nuclear

force forms the quantum chromodynamics (QCD) sector of the SM, while the elec-

tromagnetic force and the weak nuclear force are described in unison by electroweak

(EW) theory.

The principal experimental technique used in high-energy particle physics is the

scattering experiment, where a beam of charged particles is accelerated (naturally
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or artificially) to a high velocity and made to collide either with a fixed target or

another particle beam. The typical result of this collision is that the particles will

be deflected from each other by the electromagnetic force, or scatter elastically. An

early example is Rutherford scattering, first carried out in the early 1900s [1], where

a source of α particles (Helium nuclei, a species of radiation produced from nuclear

decays) is pointed at a thin gold foil. The distribution of the deflection angle of

the α particles was found to be consistent with a theory describing the atom as a

very small central charge surrounded by a diffuse distribution of balancing charges,

eventually identified as the nucleus and electron cloud. The distance scale probed

by scattering experiments is limited by the kinetic energy of the beam: classically,

as the electromagnetic field is conservative, the distance of closest approach r for a

head-on collision of two particles is related to the beam energy as E ∝ 1/r. The

QFT description of particle interactions is more subtle, but the qualitative result

is the same: to probe small distance scales, particle beams must be made to col-

lide at high energy. Thus the campaign to produce ever more powerful accelerators

was launched. Soon, the energy scale became sufficient to cause inelastic scattering

to occur, where the incident particle momentum, and eventually even the particle

number, was not conserved—matter-antimatter pairs were being produced through

quanta of the fields of the fundamental forces, known as gauge bosons. The plethora

of species of outgoing particles observed by these experiments was cataloged, and the

patterns found in them gave rise to various conservation laws, eventually identified

as symmetries of the SM. The behavior of the gauge bosons were probed by analyz-

ing the rates of inelastic scattering as a function of the center of mass energy of the

collision and of the momenta of the outgoing particles. From these data, a unified

picture of subatomic matter was formed. Fundamental matter particles (fermions),

such as electrons, positrons, and muons, interact with each other through gauge boson
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mediators, such as photons and Z bosons, and acquire a mass through interactions

with the Higgs boson. Composite particles, such as protons and neutrons, arise from

self-interacting clumps of quarks and gluons. The particle content and interaction

relations of the SM are described in detail in Section 2.1.

The SM has several deficiencies. The goal of the analysis presented here is to

test theories of new physics beyond the SM that may resolve some of these defi-

ciencies. Cosmological evidence in galactic rotation curves, galaxy cluster velocity

distributions, and cosmic microwave background anisotropy indicates (Section 2.4)

that approximately 25% of our universe is composed of some form of dark matter

(i.e. matter that interacts very weakly with the SM). Some hypothesized extensions

of the SM that include this dark matter are testable with particle colliders. The the-

oretical basis of the remaining fundamental force, gravity, despite having withstood

experimental tests at distance scales from that of daily life to the size of the universe,

remains separated from that of the SM. A theory of large extra dimensions (Section

2.5) may be able to reconcile the 17 order of magnitude discrepancy in the charac-

teristic energy scale of general relativity and the electroweak scale, a necessary step

in the unification of gravity and the SM. An exotic form of matter that cannot be

described in terms of particles (Section 2.5), if observed, may provide important in-

sight for our understanding of quantum field theories. The recently discovered Higgs

boson is a critical component of electroweak theory, and its behavior has yet to be

fully characterized (Section 2.6). In particular, the Higgs boson is not a stable parti-

cle, and the possibility for it to decay to new species of particle not experimentally

detectable is predicted by some models of new physics.

The four most powerful particle accelerator/colliders constructed thus far are:

the Large Electron-Positron Collider (LEP), which was in operation from 1989 until

2000, and collided beams of electrons and positrons at a center of mass energy up
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to 209GeV; the Hadron-Electron Ring Accelerator (HERA), which was in operation

from 1992 until 2007, and collided protons with electrons/positrons at a center of

mass energy of 318GeV; the Tevatron, which operated from 1987 until 2011, and

collided protons with antiprotons at a center of mass energy up to 1.96TeV; and the

Large Hadron Collider, presently in operation, which collides two proton beams at a

center of mass energy up to 13TeV. Each of these machines has provided significant

input into the definition and validation of the SM. The LHC is now in its second

period of operation, after a two-year shutdown to carry out upgrades. Run 1 of the

LHC culminated in the discovery of the Higgs boson in 2012 [2, 3], predicted to exist

almost fifty years prior. This analysis uses data collected in 2016—the first year of

run 2 of the LHC—with the Compact Muon Solenoid (CMS) detector.

This analysis tests for the presence of new physics that is predicted to lead to

the production of matter that is not directly detectable by CMS. Evidence for this

production can be found through a net imbalance in the momentum of visible par-

ticles emanating from the collision point transverse to the collision axis, where the

transverse momentum of the invisible matter is balanced by that of an unstable Z

boson that subsequently decays to a pair of muons1 or electrons that are detectable by

CMS. This signature, referred to as the Z+pmiss
T or “mono-Z” final state, is well-suited

to probe these models of new physics as it has relatively small and well-understood

backgrounds. Prior experimental results, both at the LHC and at earlier colliders,

investigated this same final state. However, this result obtains the best sensitivity

thus far to the new physics models probed here. No significant excess over the back-

ground expectation is observed, and more stringent limits on the allowed parameter

space of these models are found. The structure of this work follows closely that of

Ref. [4], which is based on the work presented here.

1 Muons are unstable particles, however their 2µs lifetime makes them stable on the timescale
of transiting the CMS detector.
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Chapter 2

Theoretical models

2.1 The Standard Model

The Standard Model (SM) of particle physics is a quantum field theory (QFT) which

can be described in its most concise form in terms of the components of its Lagrangian

density:

L =− 1

4
FµνF

µν

+ iψ̄ /Dψ

+ ψ̄iyijψjφ+ h.c.

+ |Dµφ|2 − V (φ).

(2.1)

There is a significant amount of implied information in this equation. Unpacking the

equation fully and extracting the description of its components and how observable

phenomena emerge from it can and does fill up entire textbooks (e.g. [5, 6, 7, 8]),

and therefore we will only discuss a rather limited scope of the SM that is relevant

to the discussion that follows in this text. It is still useful to step through each term

of Eqn. 2.1 as a means of introducing the particle content of the SM. This equation
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describes the SM configuration before electroweak symmetry breaking (EWSB), which

we will discuss after introducing the last term.

The first term in Eqn. 2.1 represents the kinetic energy of the gauge fields. There

are three families of gauge bosons that arise from quantization of these fields in the

SM, corresponding to the generators of three symmetry groups under which Eqn. 2.1

is invariant.1 They are the 8 gluon fields G of the SU(3) Lie symmetry group that

embodies the strong nuclear force, the 3 W fields of the SU(2)L group that embodies

the weak isospin force, and the B field of the U(1) weak hypercharge force. Each

gauge group has an associated coupling strength g that is a free parameter of the SM,

and appears in the self-coupling term encoded in this term if the group is non-abelian,

otherwise it appears in the fermion coupling terms. The latter two symmetries become

almost exact at energies significantly above the electroweak unification scale, however

as we will see momentarily, the SU(2)L × U(1) symmetry is spontaneously broken,

resulting in a different symmetry and additional structure at low energies.

The second term represents the kinetic energy of the fermion fields ψ, as well as

their coupling to the gauge fields. There are two classes of fermion fields, quarks q

and leptons `, where quarks are charged under the SU(3) gauge group, and leptons

are not. The fields can also be split based on their chirality: as the SU(2)L gauge

group couples only to left-handed fermion fields, the left-handed fields are organized

into doublets of up-type and down-type quarks or leptons, where the right-handed

fields are uncharged under SU(2)L. There are corresponding antifermions for all

of the above classes, where the gauge group charge is inverted. To maintain the

invariance under gauge transformations for the fields which transform non-trivially

under a given gauge group, the gauge-covariant derivative /D is introduced, which

causes interaction terms between the fermion fields and the gauge bosons to appear

1There are several additional symmetries that the SM Lagrangian respects, e.g. the Poincaré
group that preserves momentum and Lorentz invariance.
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Figure 2.1: All fundamental particles in the Standard Model.

in the Lagrangian. This interaction generated by the symmetry is what causes forces

to be communicated between matter, hence why the gauge bosons are referred to by

the “force” they carry. Lastly, there are three identical copies of this arrangement,

known as the three generations, or flavors, of matter. The fermion content of the

SM is summarized in Fig. 2.1, albeit labeled with the post-EWSB gauge charges.

The three generations of matter have identical properties except for their Yukawa

couplings, which leads us to the next term.

The third term represents the coupling of the fermion fields to the complex scalar

Higgs field φ. This type of term is known as a Yukawa term, originating from the

Yukawa theory of nucleon binding, in which a pseudoscalar mediator (now identified

as a composite particle, the pion) interacts with the nucleon with a similar Lagrangian

description. The Yukawa coupling matrix is 3x3, running over the 3 generations of
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matter, and there is a separate coupling matrix for quarks and leptons, and also a

separate matrix for up-type and down-type fermions. These matrices represent the

vast majority of free parameters in the SM, although some of the terms in the matrices

are redundant or can be absorbed into redefinitions of the fields. The fourth term

(hermitian conjugate) is a shorthand indicating that the same coupling terms are to

be constructed also for the anti-fermions.

The fifth term represents the kinetic energy of the Higgs field, and, since φ is a

doublet charged under SU(2)L, also its interaction with the W fields. The sixth term

V (φ) is the potential energy of the Higgs field. The full potential is

V (φ) = µ2φ†φ+ λ(φ†φ)2

where µ and λ are free parameters of the SM. The Higgs potential energy is one of

the most crucial pieces of the SM Lagrangian, since if µ2 < 0, a mechanism known

as electroweak symmetry breaking occurs: V (φ) will have a minimum when φ†φ =

−µ2/2λ, hence one of the four components of φ has a nonzero vacuum expectation

value v =
√

−µ2/λ. If the real component with weak isospin −1/2 is chosen, then

since a non-observable SU(2) rotation can fix the remaining components to zero, we

are left with one degree of freedom, which is identified as the Higgs boson H. By

expanding any term in the SM Lagrangian involving φ into two terms with

φ =

(
φ+

φ0

)
→
(
0

v

)
+

(
0

h

)
,

the structure of the Lagrangian is significantly altered. In particular, the W and

B fields are rotated into a new basis in which three massive bosons, the W± and

Z bosons, and one massless boson, the photon γ, appear. The photon becomes the

gauge boson of a remnant U(1) symmetry to be identified with electromagnetism,

under which the W± bosons as well as all of the fermions except neutrinos are charged.

In addition, the Yukawa couplings of the fermion fields become fermion mass terms,
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Figure 2.2: All interactions allowed between particles in the Standard Model.

along with couplings to the Higgs boson. Thus, the SM particle content obtains the

properties shown in Fig. 2.1, and the interactions shown in Fig. 2.2.

The diagrams shown in Fig. 2.2 are more than schematic: the quantum field theory

framework on which the SM is built allows the conversion from terms (also referred

to as operators) in the Lagrangian to Feynman rules (formulas) associated with each
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vertex and line in the diagrams. These rules/diagrams can be pieced together to build

amplitudes for scattering processes, which upon summing and squaring, gives real-

valued probabilities. Several diagrams can be constructed with identical incoming

and outgoing particles, each with successively higher numbers of vertices, where each

vertex contributes a weight proportional to the coupling g associated with the gauge

interaction that gives rise to the vertex. The diagram for a given process with the

lowest possible multiplicity of vertices is known as the leading-order diagram. The

diagram with the next lowest possible multiplicity is called the next-to-leading-order

(NLO) diagram, and so forth. In reality, all possible diagrams will contribute to

the scattering probability, however one typically cannot evaluate this infinite sum of

diagrams. For small g, the weight of diagrams with additional vertices is suppressed

compared to that of the LO diagram, and in this sense the higher order diagrams

can be treated as small corrections to the scattering amplitude of the LO diagram.

This treatment is known as perturbation theory, and a necessary assumption is that

the series of higher order corrections will converge. This is true if g is sufficiently

small, or perturbative. The demarcation point at which a coupling g is considered

perturbative is not exact, as the combinatoric multiplicity of the diagrams needs to

also be considered, but generally g . 4π is considered perturbative.

One side-effect of this theory is that one can construct diagrams with closed loops

(i.e. a cycle in the graph of the diagram) which have an associated momentum vector

that is unconstrained, and can be integrated over all momentum space, often resulting

in infinite scattering probabilities. These are obviously unphysical, and a scheme to

remove these infinities by balancing them with new terms in the Lagrangian, known

as renormalization, is introduced. Introducing renormalization creates alterations to

mass and coupling terms in the Lagrangian, changing them from “bare” to renor-

malized parameters, and also creates a dependence on some renormalization energy
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scale. This scale is unobservable, however it does describe how effective magnitudes

of these parameters evolve with energy. The equation governing this evolution is

known as the renormalization group equation. In the case of gauge couplings, this

equation is dependent on the gauge group and the field content of the theory. In

particular, the SU(3) coupling of the strong force gs effectively becomes larger at

lower energy scales, such that eventually the particles interacting via the strong force

become bound together, which is known as confinement.

The confinement property of the strong force is what gives rise to a zoo of com-

posite subatomic particles known as hadrons. In fact, free quarks cannot be observed

at all, and are bound together by gluons according to the requirement that the SU(3)

charge (known as color charge) is zero in the composite object, so that it decouples

from the gluon field when in its final state.2 Mesons are combinations of quarks qq̄,

where the color charge is canceled by the equal and opposite charge of the antiquark.

Baryon are combinations of quarks qqq where each has a different color charge, and

the structure of the SU(3) algebra gives a net zero color charge. The binding energy

of these states is often significant, giving hadrons a mass typically much larger than

that of the constituent quarks. Heavier hadrons can decay into lighter hadrons, or

to leptons and photons if a coupling exists and is kinematically allowed. Hadrons of

particular importance include: protons p = uud, neutrons n = udd, charged pions

π+ = ud̄ and π− = ūd, and neutral pions π0 = (uū − dd̄)/
√
2. The characteristic

scale of confinement corresponds to the scale at which gs is no longer perturbative,

about 1GeV. The mass spectrum of hadrons dies off not far above this scale, around

the 10GeV range.

Another emergent property of color confinement is the evolution from free partons

2 The strong force still affects hadrons at low energy, as it is responsible for binding of nuclei
in atoms. However, it is communicated not by the gluon field but by an emergent pion field, which
encodes a low energy approximate SU(2) symmetry known as isospin.
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(quarks or gluons) created at a high energy scale to hadrons which are stable enough to

be detected. This process is known as hadronization, and will be discussed further in

Section 5.5. An important feature of hadronization is that the kinematic distribution

of produced hadrons is concentrated in the directions of the initial partons. These

localized concentrations of hadrons are known as jets.

Thus we have built a 19-parameter3 model of the subatomic particle content of

the SM and their interactions. A likely question is whether or not this model has

anything at all to do with reality. The answer, as understood so far, appears to be

that it almost entirely explains the experimental observations collected over the last

century, starting perhaps from the Rutherford scattering experiments that exposed

the nucleus of the atom [1], up to the observation of the last fundamental particle of

Fig. 2.1, the Higgs boson, in 2012 [2, 3]. A thorough review of present state of particle

physics is published biannually by the Particle Data Group as the Review of Particle

Physics, the most recent of which is [9]. Deficiencies in the SM, both mathematical

and physical, do exist. Rather that attempt an exhaustive list of such deficiencies,

we will discuss those which provide motivations for the Beyond the Standard Model

(BSM) theories probed in this analysis in their respective sections.

2.2 The initial and final states

In this analysis, we explore the possibility of extensions to the SM that may produce

a particular signature in the CMS detector at the LHC. What this means from a

theoretical perspective, is that we have a series of events with an initial state and a

possible final state, and we would like to know with what probability the interaction

will occur. In these events, our initial state is two protons colliding head-on at a

3Or 26, if considering neutrino masses.
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center-of-mass energy
√
s = 13TeV, and in the vast majority of cases, the protons

pass by each other without interacting. In some cases, the protons scatter elastically,

where the composite nature of the proton is maintained. Sometimes, however, an

inelastic scattering occurs, where a fundamental parton from a proton interacts di-

rectly with a corresponding parton from the other proton, and produces one of any

number of possible final states. Here, we are interested in a particular final state,

where two opposite-sign same-flavor light leptons (i.e. e+e− or µ+µ−), which have an

invariant mass compatible with the Z boson mass, are found in the detector along

with a substantial momentum imbalance in the plane transverse to the proton-proton

collision (hereafter, pmiss
T .) (N.B. the initial proton-proton state has approximately no

transverse momentum in this frame of reference.) For a given final state, the proba-

bility of observing an event will be proportional to what is known as the cross section

for this process, σ. The expected number of events observed in the CMS detector

over a given time frame is given by σ
∫
Ldt, where L(t) is known as the instantaneous

luminosity, which is a function of the operating characteristics of the LHC, and will

be discussed further in Section 4.2.

A cross section is ultimately an integration of a matrix element |M|, consisting

of summed amplitudes from the allowed Feynman diagrams of a given process, as a

function of the incoming and outgoing particle states k, over the Lorentz-invariant

4-momentum phase space dΦn of the n incoming and outgoing objects [9]:

σ =

∫
|M(k1, . . . ,kn)|2dΦn(k1, . . . ,kn) (2.2)

In the case of inelastic proton collisions, since the proton is not a fundamental particle

but rather made up of partons, some fraction x of the total proton energy is carried

by each parton that interacts, hence the energy of the actual interaction is given by

√
ŝ = x1x2

√
s. (2.3)
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To properly calculate the total cross section, we need a method to sum over the

possible incoming parton states as well as integrate over the distribution of their

momentum fractions in the proton. This is accomplished using parton distribution

functions (PDFs), which will be discussed further in Section 5.2.

Often, we are also interested in the differential cross section, dσ/dp for some kine-

matic parameter of interest p. In the case of event simulation, the differentiation

is total in the outgoing state kinematics, and simulated events are created by sam-

pling the probability distribution described by |M|2. More details pertaining to the

simulation of events are presented in Chapter 5.

2.3 SM backgrounds

There are many SM processes which create a final state identical to that of our hypo-

thetical signal. Thanks to decades of experimental and theoretical work, the SM has

an impressive and well-validated predictive power, which allows us to know—with

some, ideally small, uncertainty—the amount of background events we will find in

an experiment, as will be discussed extensively in Chapter 7. For now, it suffices to

know that all SM backgrounds can be divided into two categories: reducible back-

ground, where the final state differs from that of the signal process, but may end up

appearing identical due to deficiencies in the experimental apparatus; and irreducible

background, where the final state is identical to that of the signal process, and the

only method of discrimination comes from our a priori knowledge of the SM expec-

tation, both in terms of total cross section and the differential cross section with

respect to a parameter of interest. Often, the differential cross section of the irre-

ducible SM background will differ from that of the signal process, which allows better

discrimination between the two in the experimental analysis. In the Z + pmiss
T final
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Figure 2.3: Feynman diagram showing the leading-order production mechanism
for the ZZ → 2`2ν SM background process. This background is irreducible, as it
has the same final state configuration as the signal models explored in this analysis,
namely two opposite sign same flavor leptons in addition to a significant transverse
momentum imbalance originating from the undetectable neutrinos.

state, there is only one irreducible background, the ZZ → 2`2ν process, for which the

leading-order diagram is shown in Fig. 2.3. The calculation of the expectation of this

background, as well as that of several other backgrounds, will be discussed further in

Section 5.4. The reducible backgrounds for this final state will be discussed in more

detail in Section 7.2.

2.4 Simplified particle dark matter models

2.4.1 Motivation for simplified particle dark matter

The nature of dark matter (DM) is one of the most significant puzzles in modern

physics. Evidence has compounded over the last century for the existence of a type

of matter that interacts with the matter content of the SM only very weakly, yet has

mass and hence gravitates. The extreme weakness of gravity restricts currently known

observed effects of DM to only the largest mass and distance scales, and evidence for

DM can be found at distance scales starting from that of a galaxy.

Evidence for dark matter at the galactic level is found in the observation [10, 11]
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that the rotational velocity of stars in galaxies does not behave as expected based

on the visible mass distribution. From an equilibrium two-body treatment of the

star-galaxy system, stars can be expected to orbit the galaxy center with a velocity

v(r) =
√
GM(r)/r, where r is the radial distance from the center of the galaxy, G is

the gravitational constant, and M(r) is the total mass enclosed by the orbit. Stars

far from the center of galaxies, where the visible mass density is much lower than

the central mass density, would perceive an approximately constant M(r) and thus

v ∝ 1/
√
r. Rather, it is observed (see Fig. 2.4) that v(r) becomes constant in r

towards the edges of galaxies, suggesting that significant additional non-visible mass

is present. Analyses including more sophisticated treatments of the dynamics using

multi-body simulations reach similar conclusions [12].

Additional evidence for dark matter can be found at the galactic cluster level. In

particular, it was shown [13] in 1933 that the observed relative velocities of galaxies

in the Coma cluster suggest a mass to light ratio over 2 orders of magnitude higher

than expected. Modern analyses include also observations of gravitational lensing by

clusters and X-ray emission from hot gas in dense clusters, and can provide direct

measurements of the dark matter density at the ten percent level [12]. It is worth

noting that these direct observations of galaxy and galactic cluster motion may also

be explained by deviations from the general relativity framework of gravity at large

distance scales. Such modified gravity theories would obviate the need for dark mat-

ter. However, the remarkable success of general relativity from distance scales of 1

mm to the size of the solar system makes acceptance of modified gravity difficult.

Although observations at galaxy and galactic cluster scales provide ample evidence

for the existence of dark matter, the best quantitative prediction of the relative abun-

dance of dark matter in the universe comes from global fits of several data sources

at the cosmological scale to the ΛCDM model, the so-called “Standard Model of Cos-
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Figure 2.4: Mean velocities in the plane of the galaxy, as a function of linear distance
from the nucleus for 21 Sc-class (spiral galaxies with loosely-wrapped arms) galaxies,
arranged according to increasing linear radius. Reproduced from [10], Fig. 5.

mology” ([9], Chapter 22 contains a nice review.) The development of the ΛCDM

model could arguably have started as soon as the framework of general relativity

was established in 1915 [14]. A solution to the Einstein field equations, known as

the Friedmann–Lemâıtre–Robertson–Walker (FLRW) metric [15], describes a homo-

geneous isotropic expanding4 universe, which—although at first glance appears to be

a terrible approximation—is in fact a highly accurate description of our universe at

4 A contracting universe is also possible, and the sign of the curvature parameter k in the ΛCDM

model controls whether the universe is open or closed. Evidence points towards k = 0, corresponding
to a flat universe (which will still expand.)
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cosmological distance scales: the cosmic microwave background (CMB) is measured

to be isotropic within one part in 105 [16], and galaxy surveys show a homogeneous

distribution at distance scales above 108 light years [17]. The FLRW metric leads to

a set of two differential equations, known as the Friedmann equations, which when

coupled with a thermodynamic model of the matter and energy density and pressure

in the universe, allows quantitative predictions about the time evolution of the ge-

ometry of the universe and its contents to be made. Each component of the universe

is represented by a time-dependent density parameter Ω, and a pressure-to-density

parameter that governs how it evolves in time. These components interact, although

the thermodynamic nature of the model restricts interactions to when the temper-

ature of the universe is above the relevant energy scale of the interaction. As the

universe expands, the temperature decreases, successively “freezing-out” components

as they become decoupled from thermal equilibrium. These decoupled components

are also referred to as thermal relics. The ΛCDM model divides content into: dark

energy, or equivalently, a cosmological constant ΩΛ; cold (i.e. non-relativistic) dark

matter Ωc; baryonic (atoms) matter Ωb; radiation (e.g. the CMB) Ωr; and relativistic

matter such as neutrinos, Ων . With these pieces, one can utilize the ΛCDM model to

tie measurements of the CMB anisotropy, galactic surveys, supernovae distance mea-

surements, and other cosmological observations together in one framework to find,

among other parameters, the present-day relative abundance of visible matter, dark

matter, and dark energy in the universe to be Ωb = 0.0484(10), Ωc = 0.258(11), and

ΩΛ = 0.692(12), respectively [18, 19].

Due to the cosmological evidence for DM outlined above, an entire experimen-

tal industry has built up focused around finding additional direct evidence for DM.

The ΛCDM model asserts that DM was in thermal equilibrium with baryonic mat-

ter at some point in the history of the universe, therefore it must interact with SM
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particles at some energy scale. Several candidate particles have been proposed, the

most popular of which is the weakly interacting massive particle, or WIMP. The

WIMP interaction with the SM is assumed to occur at or around the weak force scale

(∼0.1-1TeV), and the WIMP mass is assumed to be in the GeV range. The weak

interaction assumption is motivated by the observation of the thermal relic density:

once dark matter becomes decoupled from thermal equilibrium, the time evolution

of Ωc becomes fixed by the Friedmann equations, and therefore measurements of the

present abundance can inform the temperature (energy scale) at which it decoupled,

setting the energy scale at which interaction with baryonic matter can be expected.

The assumed mass range of the WIMP is motivated by the necessity that Ωc is suf-

ficiently non-relativistic (cold) after decoupling such that it has the correct equation

of state, as relativistic particles have a different pressure to density ratio. DM masses

much lower than the GeV range can be accommodated in the ΛCDM model, albeit

with some modifications to the interaction model [20]. In the WIMP dark matter

paradigm, detection techniques can be broadly classified into the three mechanisms

(Fig. 2.5) through which DM can interact with the SM: indirect detection of DM

annihilation via resonances in cosmic ray (p, e±, γ, . . .) energy distributions; direct

detection of DM scattering against atomic nuclei; and pair production from SM par-

ticle annihilation at colliders. A thorough review of both direct and indirect detection

experimental results is available in [12]. A review of previous collider results will be

presented in Section 3.2, along with relevant direct and indirect detection results.

2.4.2 Simplified particle DM model description

The framework in which collider limits on DM production were first explored was

through effective field theory [21, 22, 23, 24]. The concept of effective field theory

(EFT) is to reduce the model complexity of a full theory with a high characteristic
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Figure 2.5: Schematic diagram of particle dark matter detection techniques.

energy scale Λ by making certain approximations that hold if the energy scale of

the interaction
√
ŝ � Λ. A classic example is Fermi theory [25], which describes

beta decay of neutrons via a single contact operator between a nucleon, electron, and

neutrino field with a coupling parameter GF that we now know to be [6]

GF =

√
2g2

8m2
W

,

where g is the SU(2)L weak coupling constant and mW is the mass of the W boson.

This relation can be derived from the resolved process in the full SM,

udd(n) → uud(p) +W− → uud(p) + e− + ν̄e,

upon integrating out the W boson propagator. Fermi theory is valid for this process

because the energy scale of the interaction, mn−mp = 1.29MeV, is much lower than

the scale of the resolved process, mW = 80.4GeV [9]. The power of EFT comes

in the ability to make meaningful predictions, as Fermi did, without knowledge of

the high-energy theory. As a bonus, the cutoff scale gives us some idea at which

energies we will see new physics. Indeed, the W boson was predicted [26] before it

was found [27, 28].
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In the EFT treatment of collider DM production, for a given hypothesized dark

matter species (typically assumed to be fermionic χ), a full list of operators cou-

pling DM to the SM is produced (see e.g. Table 1 of [24]) from which the production

phenomonology (in particular, differential distributions) of terms with dominant am-

plitudes is investigated. In many early LHC DM analyses [29, 30], the differential

distributions of these EFT operators were used to set limits on the EFT cutoff scale

which were typically only 1-10 times the center-of-mass energy of the collision, at

which point one would naturally expect signs of new physics to emerge directly, e.g. in

high-mass resonance searches. This apparent paradox has been noticed [31, 32], and

has prompted the building of models that contain a resolved mediator between DM

and the SM [33, 34], trading model-independence for more meaningful results. Four

such models are explored here, where a fermionic dark matter candidate with mass

mDM couples to a mediator of mass mmed with coupling gDM, which in turn couples

to SM quarks with coupling gq. The mediator can take one of four spin-parity rep-

resentations: vector or axial vector, denoted Z ′; and scalar or pseudoscalar, denoted

φ. The respective operators in the DM Lagrangian are:

Lvector = gDMZ
′
µχ̄γ

µχ+ gq
∑
q

Z ′
µq̄γ

µq,

Laxial vector = gDMZ
′
µχ̄γ

5γµχ+ gq
∑
q

Z ′
µq̄γ

5γµq,

Lscalar = gDMφχ̄χ+ gq
φ√
2

∑
q

yq q̄q,

Lpseudoscalar = igDMφχ̄γ
5χ+ gq

iφ√
2

∑
q

yq q̄γ
5q.

(2.4)

These models are to be treated as benchmark theories, and do not provide any in-

formation about new physics at energy scales above mmed. In particular, the scalar

mediator will mix with the SM Higgs field, causing alterations of Higgs sector physics

that may be difficult to reconcile with present experimental results; and, although
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Figure 2.6: Feynman diagrams showing leading-order production of dark matter par-
ticles in association with a Z boson: (left) vector or axial vector mediated production;
(right) scalar or pseudoscalar mediated production.

renormalizable, the vector models require a mechanism5 for the vector mediator to

acquire mass, and additional dark sector fermion fields to cancel the anomaly [34].

To detect pair production of DM in these models at the LHC, an additional SM

interaction is required: if the result of the collision is two invisible particles and

nothing else, there is no way to detect the process. The most common form of

additional interaction is initial state radiation (ISR), where a SM boson (typically a

gluon, photon, or Z boson) is radiated from one of the incoming quarks. The leading-

order diagrams showing the production of DM in association with an ISR Z boson

are shown for these models in Fig. 2.6.

For the vector and axial vector mediated DM models, after fixing the coupling

strengths gq and gDM, collider constraints on the (mDM,mmed) parameter space can be

translated into constraints on the DM-nucleon cross section probed by direct detection

5 A dark Higgs sector, with a new Higgs doublet that only interacts with the DM mediator
and/or the DM fermions, can provide a mass for the DM mediator in the same way as the SM Higgs
provides mass to the Z boson.
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experiments (see Section 3.2.) The exact relation is given [35]:

F (gq, gDM,mmed,mDM) =
(gqgDM

0.25

)2(1TeV

mmed

)4(
mnmDM

(mn +mDM) · 1GeV

)2

,

σSI = 6.9× 10−41 cm2 · F (. . .), (vector)

σSD = 2.4× 10−42 cm2 · F (. . .), (axial vector)

(2.5)

wheremn = 0.939GeV is the average mass of a nucleon. Collider constraints on scalar

and pseudoscalar mediated DM models can also be compared to direct and indirect

detection experiments via similar relations. Another common re-interpretation in-

cluded in presentations of the allowed (mDM,mmed) parameter space for these models

is the region which gives a DM thermal relic abundance Ωch
2 ≤ 0.12. The inequality

represents the possible presence of an additional DM species in the universe, which

may contribute additively to the DM energy density [35].

2.5 Large extra dimension and unparticle models

2.5.1 Motivation for the models

The Arkani-Hamed–Dimopoulos–Dvali (ADD) model with large extra spatial dimen-

sions [36, 37, 38] is motivated by the hierarchy problem, namely, the disparity in the

magnitudes of the electroweak unification scale mEW ≈ 1TeV and the Planck scale

mPl ≈ 1016TeV. In the ADD model, n compact extra dimensions exist which have

a large characteristic size compared to the electroweak scale, in which Kaluza-Klein

gravitons (G) can propagate. For energies below the electroweak scale, SM particles

are confined to propagate in the normal 4-dimensional space. Then the apparent

weakness of gravity (or, equivalently, the apparent largeness of mPl) is explained by

the fact that gravitons can propagate in a higher-dimensional space.
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The unparticle model [39] consists of a hypothetical field theory which becomes

scale-invariant at low energy and interacts with the SM at high energy. Scale invari-

ance is a type of symmetry that is of theoretical interest because any model with this

property would automatically continue to be valid (from a computational standpoint,

not necessarily the correct description of nature) to arbitrarily small length scales, or

equivalently, arbitrarily high energies. Scale invariance is not present in the SM due

to the only dimensionful parameter in the (pre-EWSB) Lagrangian: the µ parameter

of the Higgs potential V (φ). The unparticle model is motivated not by any particu-

lar issue in the SM, but rather simply because it explores an unusual quantum field

theory which does not have any concept of free particle states with a well-defined

nonzero mass, which by itself can be of theoretical interest, but also makes testable

predictions.

2.5.2 ADD and unparticle model description

In the ADD model, the apparent Planck scale is related to the true Planck scale MD

(to be considered synonymous with the electroweak scale in this theory) as [36]

m2
Pl = CM2+n

D Rn (2.6)

where R is the size of the compact extra dimensions, and C is some geometric factor

determined by the topology of the extra dimensions.6 To recover the apparent Planck

scale, R is fixed by this relation, and the free parameters in the theory are MD and

n. The ADD model is realized by forming the (n + 4)-dimensional EFT Lagrangian

for a Graviton and including a coupling to the SM energy-momentum tensor in [40],

and is ultimately reduced to a matrix element for the process qq̄ → Z +G (Fig. 2.7.)

Since the graviton model is an effective field theory, it can only be valid below some

6 In [36], the extra dimensions were assumed to form a n-dimensional torus, which gave a
geometric factor of (2π)n



25

q

q̄

U/G

`−

`+

Figure 2.7: Feynman diagram illustrative of the production of Gravitons in the ADD
model or unparticles.

cutoff scale. From dimensional arguments, the scale at which perturbative expansion

breaks down is Λ > 7.2MD ([40], Eqn. 68) and thus in this analysis a truncation

procedure [41] is used whereby any portion of the signal phase space with
√
ŝ > MD

is suppressed by a weighting factor

w =
M4

D

ŝ2
(2.7)

In the description of the unparticle model, no assumptions are made about the

structure of the theory other than scale-invariance at low energy, although the Banks–

Zaks field [42] presents an example of a QCD-like theory where a particular particle

structure can give a renormalization group equation for the coupling constant which

has an infrared fixed point. The interaction term in the Lagrangian that produces

the unparticles, in which the initial state is a pair of quarks, is sketched as

LU =
λ

ΛdU−1
U

qq̄OU (2.8)

where λ describes the SM-unparticle coupling strength, Λ the EFT cutoff scale, dU

the scale dimension parameter, and OU a spin-0 operator in the new theory. In this

analysis, we consider only the case where the unparticle operator is spin-0, although

alternative options have been explored [43]. The main phenomenological consequence
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of the SM interaction with the unparticle sector is that the phase space factor is found

to be the standard dΦn of Eqn. 2.2, except that n = dU is a non-integer number of

massless particles. Following the production of the unparticles, the weakness of the

interaction is assumed to allow them to evade detection. If production is accompanied

by an ISR Z boson, as depicted in Fig. 2.7, this creates the Z + pmiss
T final state.

2.6 Invisible Higgs boson decay models

2.6.1 Motivation for invisible Higgs decays

After the discovery of a Higgs boson [2, 3], one of the main experimental programs at

the LHC is to measure the couplings of this boson to other SM particles, and compare

these measurements to the SM predictions. Using all of the data collected in the first

running period of the LHC, the CMS and ATLAS collaborations created a combined

measurement of the Higgs couplings [44]. In this measurement, the SM predictions for

both the production mechanisms and branching fractions were re-parameterized in

terms of coupling modifiers κ, which were then constrained by the data. By including

also a free parameter allowing some amount of the produced Higgs bosons to decay

into some non-SM final state, BBSM, the data shows that there is substantial room

for BSM decays, with a 95% CL upper limit of BBSM ≤ 34%. The best fit value of

BBSM, as well as the other Higgs coupling modifiers, is shown in Fig. 2.8.

One possible source of BBSM is invisible final states, i.e. decays to any particles that

would not be detectable except by the transverse momentum imbalance they would

cause. The possibility of the Higgs boson decaying to invisible final states (hereafter,

H(inv.)) is directly measurable in collider experiments in multiple final states, one of

which is the Z + pmiss
T final state explored here. The ZH(inv.) production mechanism

is shown in Fig. 2.9.
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Figure 2.8: Fit results for two parameterizations allowing BSM loop couplings dis-
cussed in the text: the first one assumes that BBSM ≥ 0 and that |κV| ≤ 1, where
κV denotes κZ or κW, and the second one assumes that there are no additional BSM
contributions to the Higgs boson width, i.e. BBSM = 0. The measured results for
the combination of ATLAS and CMS are reported together with their uncertainties,
as well as the individual results from each experiment. The hatched areas show the
non-allowed regions for the κt parameter, which is assumed to be positive without
loss of generality. The error bars indicate the 1σ (thick lines) and 2σ (thin lines)
intervals. When a parameter is constrained and reaches a boundary, namely |κV| = 1
or BBSM = 0, the uncertainty is not defined beyond this boundary. For those param-
eters with no sensitivity to the sign, only the absolute values are shown. Reproduced
from [44], Fig. 15.
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Figure 2.9: Diagram showing leading-order ZH production.
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The SM predicts that a tiny 0.1% of Higgs bosons decay invisibly, through the H →

ZZ∗ → νν̄νν̄ process. The observation of a sizable branching fraction of the Higgs

boson to invisible states (B(H → inv.)) would be a strong sign of BSM physics [45,

46, 47]. Indeed, many variants of the BSM models presented here can allow a sizable

branching fraction for H(inv.) decays: several “Higgs portal” models [48, 49, 50]

connect the SM to a DM sector via a SM Higgs boson mediator, and if the DM

candidate particle is light enough, mDM < mH/2, the Higgs boson can decay to it; in

the ADD model, scalar gravitons can mix with the SM Higgs boson, allowing it to

oscillate into [51] or decay to [52] particles that propagate in the extra dimensions and

thus escape detection; and scalar unparticles can mix with the SM Higgs boson, which

would significantly influence its properties [53]. In addition to the models presented

here, countless other models that attempt to explain EWSB will have to account for

the observation of a SM Higgs boson, and those which have a scalar field must allow

the possibility of it mixing with the Higgs field, altering the properties of the SM

Higgs boson. Given the ample opportunity for H(inv.) decays in BSM theories, and

given that there are experimental methods to directly observe such decays, searches

for this process are of particularly high interest.

2.6.2 Description of Higgs invisible models

In general, there is no need to introduce any particular model for H(inv.) decay, as the

production mechanism is assumed to be SM. For Higgs-portal DM interpretations,

it is useful to construct an explicit model of the DM sector and its coupling to the

Higgs field, so that cross sections of processes involving virtual H exchange can be

computed, e.g. for recasting limits on B(H → inv.) to limits on DM-nucleon cross

sections. In [48], three models are presented, assuming scalar, fermion, and vector
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(χ = S, f, V , respectively) DM candidates:

LS = −m
2
S

2
S2 − λS

4
S4 − λhSS

4
H†HS2,

Lf = −
m2

f

2
f̄f − λhff

4
H†Hf̄f,

LV =
m2

V

2
VµV

µ +
λV
4
(VµV

µ)2 +
λhV V

4
H†HVµV

µ,

(2.9)

where mχ is the DM mass, and λhχχ the DM-Higgs coupling constant. For our

purposes, the scalar and vector self-coupling terms (λS, λV ) can be ignored. The

fermion DM model is non-renormalizable due to the λhff term, so it is an EFT

model. The vector DM model requires an additional Higgs mechanism to give the

vector DM a mass [49], and therefore is disfavored. Since DM-nucleon cross section

limits are typically presented as a function of DM mass, the remaining free parameter

λhχχ is fixed by the assumed value of B(H → inv.), allowing the DM-nucleon cross

section σχN to be calculated [48]:

σSN = Γinv.
4m4

nf
2
N

ν2βSm3
h(mS +mn)2

,

σfN = Γinv.

8m2
fm

4
nf

2
N

ν2β3
fm

5
h(mf +mn)2

,

σV N = Γinv.
16m4

Vm
4
nf

2
N

ν2βVm7
h(mV +mn)2

(
1− 4

m2
V

m2
h

+ 12
m4

V

m4
h

)−1

,

Γinv. =
B(H → inv.)

1− B(H → inv.)
ΓSM,

βχ =
√

1− 4m2
χ/m

2
h,

(2.10)

where ν = 246GeV is the SM Higgs field vacuum expectation value [9], ΓSM =

4.07MeV is the SM Higgs boson width [54], and fN is the Higgs-nucleon coupling.

The latter constant represents Higgs-nucleon interaction in a low-energy regime,

where gs is no longer perturbative, and is calculated using lattice QCD to be fN =

0.308(18) [50].
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Chapter 3

Previous experimental results

3.1 Introduction

This result is not the first to probe the Z(``) + pmiss
T final state. There have been col-

lider experiment results for this specific final state from LEP [55], the Tevatron [56],

as well as previous results from LHC experiments [57, 58]. More recently, an analysis

by the CMS Collaboration in the same topology using a data set with L = 2.3 fb−1

of proton collisions collected in 2015 at
√
s = 13TeV was performed [59]. Com-

pared to the previous result, this analysis includes several significant changes: a

factor of ten increase in integrated luminosity; a new technique for estimating irre-

ducible background, which was not viable with the previous data set due to its size;

improvements in the event selection, which significantly lowers the reducible back-

ground contribution; and an expanded set of BSM interpretations. Simultaneous to

this result, two other CMS results targeting this final state with the same data set

were released [60, 61], however both of these analyses target resonant signal models

(i.e. they predict a peak in the distribution of some kinematic quantity), and therefore

have significantly different analysis techniques.
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In this chapter, a summary of prior experimental results is presented. As all new

physics models examined here lack significant direct evidence, results are reported in

terms of exclusion limits on model parameters. Exclusions are given at 95% confidence

level (CL) unless explicitly specified otherwise, and represent the threshold value

of a given model parameter for which the 95% CL upper limit on signal strength

(the ratio of observed to expected signal cross section σ/σexp) crosses unity. Model

parameters either above or below the threshold value are then said to be excluded,

with the direction of exclusion dictated by the sign of the parameter’s correlation

with the signal cross section. In most cases, the CLs upper limit is used rather than

a confidence interval, both of which will be discussed further in Section 7.8.

3.2 Particle dark matter models

The most sensitive collider search channel for DM (in the model presented here) is the

mono-Jet final state, where the leading order diagram is as in Fig. 2.6 (left), but with

an ISR gluon rather than a Z boson. The second most sensitive channel is the mono-

Photon final state, where the ISR Z boson is replaced with a photon. The mono-Z

final state has a relatively low production rate due to the mass of the Z boson, yielding

the third most sensitive result for this model where the DM mediator is assumed to

only couple to quarks. However, alternative DM models involving mediator coupling

to the gauge sector can make the mono-Z channel the most sensitive [62] channel

for detection of DM at colliders. Future analyses in this final state will include an

interpretation of the results in the context of these alternative models.

As mentioned in Section 2.4.2, the LHC run 1 (
√
s = 8TeV) CMS [29] and

ATLAS [30] mono-Jet analyses probed DM through EFT operators, and hence the

limits reported there require some alteration to be interpreted in this simplified model
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Figure 3.1: Summary plot of the various DM exclusion limits in the mediator-DM
mass plane for CMS preliminary results from early 2016 data. Results are shown for
mono-Jet, mono-Photon, and mono-Z channels. For vector couplings, an additional
mono-Top analysis [66] is also shown, for a model where the DM-quark coupling is
allowed to be flavor-changing. Reproduced from [67], Fig. 2.

context. There are also 8TeV results in the mono-Photon [63, 64] and mono-Z [57, 58]

final states from both collaborations, again using EFT models for the SM-DM inter-

actions.

For the LHC run 2, following the ATLAS–CMS Dark Matter Forum recommen-

dations [33], collider experiments have harmonized the reporting of DM results to

use the simplified models described in Section 2.4.2. Although preliminary results

are available for all channels (see Fig. 3.1), most results appearing now are based on

the data collected in 2016. The most stringent limits placed so far on the simplified

model parameters can be found in the 12.9 fb−1 result of CMS in the mono-Jet chan-

nel [65], which establishes lower bounds on the mediator mass of mmed > 1.95TeV

for the vector and axial vector mediated DM production models, in the on-shell

(2mDM ≤ mmed) regime. For scalar and pseudoscalar mediated models, these results

are not yet sensitive enough to exclude any parameter space.

As discussed in Section 2.4.2, collider searches for DM are complemented by di-

rect detection (DD) and indirect detection (ID) experiments. DD experiments uti-

lize a large variety of techniques, but typically involve a large sensitive volume of
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some fluid or crystal, which is instrumented to detect keV-level energy deposits from

DM-nucleon scattering. ID experiments search for DM annihilation via cosmic ray

and neutrino telescopes. With some assumptions required, all three search strate-

gies can place unified limits on the DM-nucleon cross section–DM mass parameter

space. Scattering cross sections in DD experiments are strongly dependent on the

spin structure of the DM-nucleon coupling: spin-independent cross sections increase

with the atomic mass of the sensitive material; whereas spin-dependent coupling

strength depends only on the nuclear angular momentum of the material. Because

of this, DD searches are less sensitive to spin-dependent couplings. ID and collider

searches are less affected by the spin structure, although they are less sensitive to spin-

independent couplings than DD. A summary plot of several DD experimental results

for spin-independent coupling is shown in Fig. 3.2. For spin-dependent coupling, ID

experiments probing DM annihilation into neutrinos such as Super-Kamiokande [68]

and IceCube [69, 70] are competitive with DD experiments, and place 90% CL up-

per limits on DM-nucleon cross sections as low as 10−40 cm2 for DM masses in the

10− 100GeV range. The PICO-60 [71] result places the most stringent non-collider

limits on the spin-dependent parameter space to date, excluding DM-nucleon cross

sections down to 3.4× 10−41 cm2 for a 30GeV WIMP.

3.3 Large extra dimension and unparticle models

Searches for large extra dimensions have been carried out at LEP [74, 75, 76] and

at the Tevatron [77, 78, 79], as well as at the LHC. The 8TeV LHC [29, 30] mono-

Jet results provide the most powerful limits on the ADD model so far, and have

excluded MD up to 5.5TeV depending on the choice of n = 2 − 6 extra dimensions,

as summarized in Fig. 3.3.
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Figure 3.2: 90% CL upper limits on WIMP cross sections (normalized to a single
nucleon) for spin-independent coupling versus mass. The two enclosed areas near
the center represent regions of interest from possible signal events in the DAMA/LI-
BRA [72] and CDMS-Si [73] experiments. The beige region represents remaining
allowed parameter space for selected models of supersymmetry that remain after the
exclusions of LHC run 1. The orange exclusion at the bottom of the plot represents
the cross section threshold at which neutrino-nucleon scattering will be detectable.
For the remaining exclusion curves, the allowed parameter space is that which is
below the curve. Reproduced from [9], Fig. 27.1.

For unparticles, the large choice of operator terms which can be added to the

SM Lagrangian complicates the comparison of prior results, as each search channel

investigates a different operator. The CMS 8TeV mono-Jet result [29] provides an

unparticle interpretation using the operator of Eqn. 2.8 with λ = 1, and places lower

limits on ΛU from 2 to 10TeV for dU between 1.8 and 1.5, respectively. The BaBar

collaboration searched for the rare decay B → K∗νν̄, where, following theoretical

motivations given in [80], a hypothetical excess could be attributed to B decays to

scalar or vector unparticles. The SM branching fraction for this decay was too low

to be observed [81, 82], however an upper limit of Γ/Γtot ≤ 5× 10−5 was established.

This limit can be translated to a limit on the coupling of the pseudoscalar unparticle
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operator

λP

ΛdU
U
s̄γµγ5b∂

µOU ,

which does not match the operator of Eqn. 2.8, and hence cannot directly be com-

pared to the model investigated here. The energy scale of interactions responsible

for hypothetical vector unparticle couplings to electrons has been constrained to over

4 × 105TeV for dU = 1.5 by measurements of electron g − 2 (anomalous magnetic

moment) and positronium decays [83]. Constraints on the scale ΛU of vector unpar-

ticle interactions from the invisible decay width of the Z boson and Υ meson were

calculated in [84], and vary from the Planck scale to the GeV scale, for dU from 1.5

to 2, respectively.
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3.4 Invisible Higgs boson decay models

Invisible decays of the Higgs boson were searched for long before the Higgs boson

was discovered. In fact, the initial 1982 paper by Shrock and Suzuki [85] in support

of searches for H(inv.) was motivated by the possibility that the Higgs boson could

decay predominantly to invisible final states. A reinterpretation of results from the

first run of LEP [86] placed limits on the invisible branching fraction B(H → inv.) as

a function of the Higgs boson mass, with varied assumptions for the coupling between

the Higgs and Z bosons. For mH = 50GeV, the branching fraction was constrained

below 89%, assuming SM rates of ZH associated production at this particular mH.

During the second run of LEP, direct searches for H(inv.) through the Z(qq̄)H(inv.)

and Z(``)H(inv.) channels were performed [87, 55, 88], probing larger values of mH,

and placed upper limits of σ × B(H → inv.) < 100 fb for mH = 115GeV, for which

the SM production cross section is only 50 fb.

LEP was very close to having the required beam energy to discover the Higgs

boson, with a peak
√
s = 208.9GeV [89]. The threshold for on-shell ZH production is

mZ+mH = 216GeV. Interestingly, the 2.5GeV Z width allows a virtual Z∗H produc-

tion at LEP-accessible energies, and a calculation in PYTHIA (see Chapter 5) gives

cross sections of 1.78, 2.35, 2.98 fb−1 at
√
s = 204.8, 206.4, 208.0GeV, respectively. For

the integrated luminosities presented in Fig. 11 of [89], there is a 40% chance that at

least one Higgs boson was produced at LEP in 2000.

Since LEP could not reach the necessary
√
s to allow on-shell ZH production,

these constraints were obviated after the SM Higgs boson was found at the LHC.

Now that the SM Higgs boson has been identified, results can be interpreted in terms

of the fraction of Higgs bosons decaying invisibly, under the assumption that the
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Figure 3.4: Feynman diagrams showing leading-order processes contributing to the
VBF H(inv.) (left) and gH(inv.) (right) channels. The gH(inv.) process produces an
identical final state as the mono-Jet process.

production cross section for the Higgs boson is that of the SM, σSM,

σ × B(H → inv.)

σSM
.

In many contexts, this formula and B(H → inv.) are used interchangeably, however it

is important to remember the assumption that production follows the SM prediction.

The Z(``)H(inv.) final state was investigated [56] at the Tevatron, where for the SM

Higgs boson, the observed upper limit on the H(inv.) cross section was found to be

just slightly above the SM expectation, so B(H → inv.) was not constrained.

At the LHC, the most powerful channel for constraining B(H → inv.) is the

vector boson fusion (VBF) process. The Z(``)H(inv.) channel is slightly less powerful,

followed by gH(inv.), which is an identical signature as the mono-Jet channel for DM.

The LO diagrams for the VBF and gH(inv.) processes are shown in Fig. 3.4. The most

stringent constraints available on B(H → inv.) were obtained from a combination of

searches in these final states at
√
s = 8TeV by ATLAS [90] and at multiple center-of-

mass energies by CMS [91], which, under the assumption of SM production, exclude

a branching fraction for H(inv.) decays larger than 25% for ATLAS and 24% for

CMS. The relative strength of each channel in establishing this exclusion can be seen

in Fig. 3.5.
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Chapter 4

Experiment

4.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [92] at the European Organization for Nuclear

Research (CERN) is the world’s largest and most powerful particle accelerator and

collider. It is a synchrotron situated in a 26.7 km-circumference, approximately cir-

cular tunnel that lies between 45 and 170 meters underneath the France-Switzerland

border, near Geneva, Switzerland. The tunnel was constructed between 1984 and

1989 to be used for a prior accelerator/collider, the Large Electron-Positron collider

(LEP), which was in operation from 1989 to 2000. The tunnel has 8 arc sections

and 8 straight sections, with the arcs having a bending radius of R = 2.804 km. The

LHC collides protons and heavy ions in four interaction points with a beam energy

of up to 6.5TeV. The LHC does not accelerate protons from rest to high energy,

but rather is fed by a sequence of smaller accelerators. A schematic of the CERN

accelerator complex is shown in Fig. 4.1. The proton acceleration chain is as follows:

protons from ionized Hydrogen gas are injected into a linear accelerator, Linac2,

which accelerates them to a beam energy of 50MeV; after which they are injected
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Figure 4.1: Schematic of the CERN accelerator complex, showing accelerators that
feed the LHC, as well as those used for other purposes. The acceleration chain that
feeds the LHC includes Linac2, the PS Booster, the Proton Synchrotron, and the
Super Proton Synchrotron.

into one of the four rings of the Proton Synchrotron (PS) booster, which accelerates

the protons further to 1.4GeV; then the beams from the four rings are extracted to fill

the PS ring, which accelerates the protons to 25GeV; followed by the Super Proton

Synchrotron (SPS), which accelerates protons to 450GeV, after which the protons

are sufficiently prepared for insertion into the LHC.

The ultimate beam energy of the LHC is constrained primarily by the radius of

curvature R of the beamline and the strength of the bending magnetic field B,

Ebeam = eBRv ≈ eBRc (4.1)

where v ≈ c is the speed of the beam, and e is the proton electric charge. For the
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arcs of the LHC tunnel, R = 2.804km, leading to the design beam energy of 7TeV

if the dipole bending magnets operate at 8.33T. It is challenging for the dipoles to

reach this field strength for several reasons: at high field, the mechanical stresses on

the superconducting windings of the magnet are significant, requiring high rigidity to

maintain a uniform field; the self-field created by currents in the winding lowers the

effective critical current of the superconductor [93]; and the magnet self-interaction

stresses can cause winding movements, generating heat from friction, which can cause

the wire to become resistive, leading to runaway resistive heating that can damage

the magnet, known as a quench. Gradual deliberate increases of the magnetic field

can be made, where controlled quenches are allowed to occur, after which the me-

chanical rigidity of the winding improves, and quenches no longer occur at a given

field strength. This process is known as “training,” and by 2015, all 1232 dipoles of

the LHC became sufficiently trained to run at a field equivalent to a beam energy of

6.5TeV [94]. An additional source of magnet quenches can originate from the heat

load from protons that drift away from the beamline and impact the magnets.

There are 8 528m-long straight sections in the LHC tunnel, which are used as

insertion points in the beamline. Each of the sections has a shaft to the surface, and

four of the 8 insertion points house the four main LHC experiments: A Toroidal LHC

AparatuS (ATLAS) [95], at point 1; the LHC Beauty (LHCB) [96] experiment at point

8; A Large Ion Collider Experiment (ALICE) [97] at point 2; and the Compact Muon

Solenoid (CMS) [98] experiment at point 5. Injection lines carrying protons from the

SPS to the LHC enter in the straight sections of points 2 and 8. The four remaining

insertion points contain portions of the LHC machine, including two sections of beam

collimators, the beam dump, and the radio-frequency (RF) accelerator cavities.

The RF acceleration mechanism used by the LHC (and also its feeder accelerators)

naturally coalesces the protons into bunches along the beamline, and the LHC bunch
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spacing of 24.95 ns is formed due to the way the LHC captures bunches from the

SPS in one of every 10 RF “buckets” which have a period corresponding to the

LHC RF frequency of fRF = 400.790MHz. For a successful capture into a single

bucket, the beam leaving the SPS must have a narrow profile along the beam axis,

which is quantified by the longitudinal emittance [99]. The total circumference of

the LHC beamline corresponds to the 35640th harmonic of the RF frequency, giving

3564 possible locations for bunches and an orbit frequency frev = 11.245 kHz. The

maximum number of bunches that can be placed in the LHC is 2808, due to the

necessity for gaps in the bunch trains to allow sufficient turn-on time for the injection

and beam dump redirector (kicker) magnets.

4.2 LHC Operating characteristics

A key figure of merit for LHC performance is the instantaneous luminosity L. The

two proton beams are made of approximately Gaussian distributed bunches of pro-

tons that collide at the interaction points with a small crossing angle, to prevent

unwanted collisions between neighboring bunches. The instantaneous luminosity can

be parameterized as:

L =
N2

b nbfrevγr
4πεnβ∗

(
1 +

θ2cσ
2
zγr

4εnβ∗

)−1/2

(4.2)

where Nb is the number of protons per bunch, nb the number of bunches per beam,

frev is the orbit frequency of the beams, γr the relativistic gamma factor, εn the

normalized transverse emittance, β∗ the beta function at the collision point, θc the

crossing angle, and σz the RMS longitudinal bunch length. All of these parameters

are optimized to arrive at the highest possible instantaneous luminosity, and the

LHC machine operators continuously improve the performance of the machine. The

original LHC design luminosity of 1034 cm−2 s−1 was surpassed during 2016, reaching
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Beam parameter LHC design value 2016 operation value
Protons per bunch Nb 1.15× 1011 1.25× 1011

Bunches per fill nb 2808 2076
Orbit frequency frev 11.245 kHz
Gamma factor γr = Ebeam/mp 7463 6930
Normalized transverse emittance εn 3.75µm 3.4µm
β∗ parameter 55 cm 40 cm
Crossing angle θc 140µrad 185µrad
RMS longitudinal bunch length σz 7.87 cm
Instantaneous luminosity L 1.1× 1034 cm−2 s−1 1.3× 1034 cm−2 s−1

Table 4.1: Values of the various beam parameters that enter into the instantaneous
luminosity formula of Eqn. 4.2. Values are given for the original design [100] the LHC,
as well as the typical operating parameters during the 2016 data-taking run [101].

a peak value of 1.5×1034 cm−2 s−1. A summary of the numerical values of these beam

parameters for the initial LHC design, as well as typical values attained during 2016

operation, is given in Table 4.1.

The values of Table 4.1 represent the beam conditions at the start of collisions.

After the machine is filled and begins colliding protons, Nb is steadily reduced due in

majority to the collisions themselves, with secondary losses in collimators and arcs.

This process is exponential, with a characteristic luminosity lifetime dependent on

the total inelastic cross section for p-p interactions (σinel ≈ 80mb [102]), which is

of order ten hours. Since the collisions occur in bunches, and since the per-bunch

instantaneous luminosity is sufficiently large, each bunch crossing contains multiple

collisions, known as pileup, which is Poisson distributed with mean

Npu =
Lσinel
nbfrev

.

In 2016, the peak Npu was 38 collisions per bunch crossing, for the beginning-of-fill

parameters of Table 4.1, and the average Npu was approximately 23 collisions per

bunch crossing.
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4.3 The Compact Muon Solenoid experiment

The Compact Muon Solenoid (CMS) detector [98] is located approximately 100 meters

underground, centered at interaction point 5 of the LHC ring. The CMS detector

was designed to be a general purpose detector that would provide insight into the

nature of electroweak symmetry breaking, for which the Higgs mechanism was the

most likely explanation at the time. Thus, some key decisions in the design of the

CMS detector were informed by its expected ability to reconstruct certain final states

of Higgs boson production. However, the main requirements are not incompatible

with a broad physics program, and can be summarized as follows:

• Good muon identification and momentum resolution, such that a dimuon mo-

mentum resolution of better than 1% at 100GeV can be achieved, as well as

accurate muon charge assignment up to the TeV scale;

• Good charged particle momentum resolution and reconstruction efficiency for

particles with momentum as low as 1GeV, and efficient tagging of τ leptons

and b-jets;

• Good electromagnetic energy resolution such that a diphoton or dielectron mass

resolution of better than 1% at 100GeV can be achieved, while also maintaining

sufficient π0 rejection and efficient photon and lepton isolation;

• Good missing transverse momentum and dijet mass resolution.

An overview of the design of the components of the CMS detector such that it meets

these requirements will be discussed in the following sections. A diagram of the

detector components is shown in Fig. 4.2. The components are arranged in approxi-

mately cylindrical layers, and include, starting from the interaction point, the beam
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Figure 4.2: Diagram of the components of the CMS detector.

pipe, pixel detector, inner tracker, electromagnetic calorimeter, hadronic calorimeter,

magnet, and muon systems, respectively.

The coordinate system adopted by CMS has the origin centered at the nominal

collision point, with the y axis pointing upwards and the x axis pointing radially

inward toward the center of the LHC ring. The z axis is then given by right hand

rule, and points along the beamline in the direction of the Jura mountains. The

azimuthal angle φ is measured from the x axis in the x-y plane, and the radial

coordinate is denoted by r. The polar angle θ is measured from the z axis, although

for the majority of applications, it is more physically meaningful to encode this degree

of freedom as the pseudorapidity variable,

η = − ln tan

(
θ

2

)
,

due to the fact that differences in η are invariant under Lorentz transformations

along the z axis. The 3-momentum of a particle exiting the collision point is most
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commonly expressed as

~p = (pT, η, φ),

where pT is the component of the momentum in the transverse (x-y) plane.

4.4 CMS Magnet

A central feature of the CMS experiment is the 6.3m diameter, 12.5m long supercon-

ducting solenoid. The magnet is designed to operate at a central field strength of 4T,

although the nominal operating field was de-rated to 3.8T during the commissioning

of the detector to increase safety margins [103]. The large diameter and field strength

of this magnet makes it the most powerful magnet in the world in terms of stored

energy, with a full-field energy of 2.5 gigajoules.

The main purpose of the solenoid is to bend the trajectories of charged particles

exiting the collision point via the Lorentz force,

F =
q

γm
~p× ~B,

where q is the charge of the particle, m its mass, and γ the relativistic factor. This

force causes charged particles to propagate outward from the collision point in an

approximately helical trajectory, where deviations from the helix are due to non-

uniformity of the magnetic field and multiple scattering interactions in the detector

material that the particles pass through. The magnetic field inside the solenoid is

modeled in simulation to better than 0.1% accuracy over the entire inner tracker vol-

ume, as validated by measurements performed prior to installation of detector com-

ponents inside the solenoid [104]. Outside the solenoid, a multi-layer steel return yoke

captures the majority of the magnetic flux, fully saturating the steel and creating an

approximately 2T magnetic field outside the solenoid. Muon detectors (Section 4.8)
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Figure 4.3: Value of B (left) and field lines (right) predicted on a longitudinal section
of the CMS detector, for the underground model at a central magnetic flux density of
3.8T. Each fieldline represents a magnetic flux increment of 6Wb. Reproduced from
[105], Fig. 5.

intersperse this structure and take advantage of the return field in the steel to mea-

sure muon momentum independently of the inner tracker. A cross-sectional view of

the magnetic field is shown in Fig. 4.3.

4.5 CMS Pixel detector and inner tracker

The inner tracking system is designed to precisely and efficiently measure the helical

trajectories of charged particles that emanate from the interaction point and propa-

gate in the magnetic field created by the solenoid, which allows for the reconstruction

of the charged particle momentum as well as its originating vertex. The tracker is

the innermost detector element, and surrounds the beamline with a length of 5.8m

and diameter of 2.5m, corresponding to a pseudorapidity coverage of |η| ≤ 2.5. To

reconstruct the particle trajectories, several layers of silicon measure small energy

deposits from ionization of active material as charged particles pass through it. The

minimum number of channels is dictated by the hit position resolution requirements

as well as the channel occupancy limit—the probability for two charged particles to
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traverse the active material of a single channel must be kept very low to prevent

ambiguities in track reconstruction. With the typical maximum of 50 collisions per

bunch crossing, and with about 30 charged particles produced in an average p-p colli-

sion, 1500 charged particles traverse the inner tracker every 25 ns, corresponding to a

hit rate density of 1.5MHz/mm2 at r = 4 cm, decreasing at larger radii. To maintain

an acceptable occupancy at this hit rate, the innermost 10 cm of the tracker uses

100 × 150µm2 pixels, giving a mean occupancy of order 10−4, while the inner and

outer tracker (at 20 < r < 55 cm and 55 < r < 110 cm, respectively) use strip sensors

elongated in the z direction to a typical area of 10 cm×80µm to reduce channel count

(and cost) while maintaining a low hit occupancy of 2 to 3%. The pixel detector con-

sists of 3 barrel layers and 2 endcap disks, and the strip tracker consists of 10 barrel

layers and 12 endcap disks. The layers of the strip tracker are arranged such that

a charged particle traverses a minimum of 9 layers in the region |η| < 2.4. The hit

position resolution for this geometry is sufficient to provide track resolution better

than 2% for central (|η| < 1.5) muons with momenta below 100GeV. The complete

tracker geometry is shown in Fig. 4.4.

4.6 CMS Electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) lies just outside the tracker, and is de-

signed to measure the energy of photons and electrons with percent-level accuracy.

The active material consists of 61200 lead tungstate (PbWO4) crystals in the bar-

rel portion (EB, |η| < 1.479), with an additional 7324 crystals in the endcaps (EE,

1.479 < |η| < 3.0.) The choice of lead tungstate was motivated by the relatively

short radiation length of 0.89 cm, allowing a radially compact detector in the interior

of the solenoid. In addition, the 2.2 cm Molière radius allows very precise shower
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Figure 4.4: Diagram of the CMS inner tracker, comprised of the pixels, tracker inner
barrel (TIB), tracker outer barrel (TOB), tracker inner disk (TID), and tracker endcap
(TEC) components. Each line represents a detector module. Double lines represent
stereo modules, where two two modules are mounted back-to-back to provide two
closely-spaced hit layers.

position measurement, which is crucial for good electromagnetic object momentum

measurement. For EB, the crystals have a truncated pyramid geometry, with a front

face one Molière radius wide, and a depth corresponding to 25.8 radiation lengths.

The EE crystals have a tapered rectilinear geometry, and have a slightly larger front

face with sides of length 2.86 cm and a reduced depth of 24.7 radiation lengths. The

barrel crystals are arranged in a semi-projective geometry, pointing slightly off-center

from the interaction point to minimize gaps in material, while the endcap crystals

are arranged in a rectangular grid, with the crystals pointing at a focus 1.3m beyond

the interaction point. The crystal dimensions in the η-φ plane are 0.0174× 0.0174 in

the central barrel, while in the endcap the dimensions become increasingly irregular

as |η| increases. Scintillation light is collected at the rear face of the crystals and

converted to electrical pulses in EB via avalanche photodiodes (APDs), and in EE

via vacuum phototriodes (VPTs.) The barrel crystals are grouped into 5× 5 towers,

and the endcap crystals are grouped to approximate projective towers, which are

used by the off-detector electronics to provide trigger information (Section 4.9.1) as
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Figure 4.5: Diagram of the CMS electromangetic calorimeter, including the bar-
rel, endcap, and preshower components. Dashed lines show reference pseudorapidity
values with respect to the center of the detector.

well as to select regions of interest for which the full crystal readout is performed.

Full readout of all 68524 channels for every event is not possible due to bandwidth

and event data size constraints. A silicon-lead sampling calorimeter, known as the

ECAL preshower, lies in front of EE, and provides improved hit resolution in the

1.653 < |η| < 2.6 region to better discriminate photons against π0s decaying into

photon pairs. In addition, the preshower compensates for the reduced depth of EE

with 3 radiation lengths of lead. A schematic of the ECAL geometry is shown in

Fig. 4.5.

The characteristic resolution of ECAL was established with fixed-energy electron

test beams, with a partial detector assembly [106]. The resolution σ(E)/E is parame-

terized in three components: a stochastic term, representing shower fluctuations and

photostatistics, of 2.8%/
√
E; a constant term, representing crystal non-uniformity

and light yield, as well as intercalibration uncertainty, of 0.3%; and a noise term,

representing electronic noise and pileup contributions (both in-time and out-of-time),

of 41.5MeV per crystal, with negligible correlations. The in-situ resolution is slightly
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larger due to time variation of the above factors and the uncertainty in intercalibration

measurements to correct for these effects. In particular, a cumulative transparency

loss due to radiation damage in the crystals is monitored and corrected via a laser

and light-emitting diode light injection system.

4.7 CMS Hadronic calorimeters

To properly measure jets and transverse momentum imbalance of a collision, it is es-

sential to capture hadronic energy with good resolution and hermeticity. The hadronic

calorimeter (HCAL), situated between the ECAL and the magnet, covers the same

geometric region as ECAL, extending to |η| < 3 and divided into barrel (HB) and

endcap (HE) portions at |η| = 1.3. It is a brass-scintillator sampling calorimeter,

where the brass functions as a showering material, and was selected based on the

requirements that it be non-magnetic and structurally rigid, with a short hadronic

interaction length, and inexpensive. The depth of HCAL is equivalent to 5.8 to 10.6

hadronic interaction lengths, varying as 1/ sin θ, with the most central portion having

the lowest material budget. The ECAL provides an additional 1.1 interaction lengths

of material. The plastic scintillator is arranged into tiles which have fiber optic cables

embedded into them. The fibers carry scintillation light to readout boxes installed

in the HB-HE boundary area, where an optical decoding unit arranges the fibers

into readout towers corresponding to rectangular η-φ regions of the detector. The

fibers for each tower are fed to a hybrid photodiode [107] (HPD), which converts

the scintillation light to electrical signals. There are 16 scintillator layers in HB and

18 in HE, which are combined by the optical decoding units into a smaller number

(1 to 3) of readout channels (depths) for each tower. To compensate for the low

number of interaction lengths at low pseudorapidity, an additional outer hadronic
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calorimeter (HO) is installed outside the solenoid, which uses the same scintillator

tile plus HPD arrangement as HCAL, sampling the showers developed in the steel

of the return yoke, and increases the amount of instrumented material in the barrel

to at least 11.8 hadronic interaction lengths. The forward hadronic calorimeter (HF)

lies outside the muon system, 11.15m from the interaction point on both sides, and

covers 3 < |η| < 5, providing a significantly enhanced hermeticity. The active mate-

rial of HF consists of quartz fibers embedded in steel showering material, chosen for

radiation hardness as HF will experience 10MGy of accumulated radiation exposure

after 500 fb−1 of accumulated luminosity. In HF, Cherenkov radiation from particles

traversing the quartz fibers is fed to photomultiplier vacuum tubes inside a radiation-

shielded enclosure. Two lengths of quartz fibers are embedded in the steel: long fibers

collect Cherenkov light in the whole of HF and short fibers collect light in the rear of

HF. This allows for differentiation between electromagnetic showers, which deposit

energy primarily at the front of the calorimeter, and hadronic showers, which deposit

energy throughout HF. A schematic of the hadronic calorimeter systems is shown in

Fig. 4.6.

The characteristic resolution of the barrel hadronic calorimeter was established in

fixed-energy pion test beams, with a partial assembly, including a section of ECAL

in front of the HCAL assembly, as well as a section of HO placed behind an alu-

minum slab to simulate the dead material of the solenoid [108]. The resolution is

parameterized in the same was as for ECAL. The stochastic and constant terms were

measured to be 115%/
√
E and 5.5%, respectively. The noise term is about 180MeV

per channel.
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Figure 4.6: Diagram of the CMS hadronic calorimeter, including the barrel (HB),
endcap (HE), outer (HO), and forward (HF) components. Shading of the layers of
HB and HE show the longitudinal (depth) segmentation of the readout channels.

4.8 CMS muon detectors

Although muons leave tracks in the inner tracker, the tracker is not able to distin-

guish them from more commonly produced charged hadrons. To efficiently discrim-

inate muons, the muon systems reside in the outermost layers of the CMS detector,

interspersed with the steel of the return yoke, where the large number of hadronic

interaction lengths (10-25, depending on the layer of the return yoke) removes the

vast majority of charged hadrons1. Due to the desire to have as large a geometric

acceptance as possible, the muon systems must cover a very large surface area, which

makes cost considerations an important constraint on channel count. Simultaneously,

the position resolution must also be sufficient to reach the momentum resolution goal

of better than 1% for a 100GeV muon, as well as charge assignment up to the TeV

scale. Since no tracker information is fed to the trigger system, the muon systems

must also provide trigger information such that events where the predominant inter-

1 The hadrons that survive long enough to reach the muon systems are referred to as punch-
through.
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Figure 4.7: Diagram of the CMS muon systems, including the drift tubes (DTs),
resistive plate chambers (RPCs), and the cathode strip chambers (CSCs). Dashed
lines show reference pseudorapidity values with respect to the center of the detector.

action energy is only carried by muons can be recorded. In the endcaps, the muon

systems must also accept high muon occupancies from both collision and non-collision

sources. These considerations, among others, lead to the choice of three complemen-

tary muon systems: drift tubes (DTs), cathode strip chambers (CSCs), and resistive

plate chambers (RPCs). A schematic overview of the muon systems is shown in

Fig. 4.7.

4.8.1 Drift tubes

Drift tubes cover the barrel region of the CMS detector, providing muon detection up

to |η| = 1.2. The drift tubes are rectangular tubes with a 13× 42mm2 cross section

and a 2.4m length. They are organized in superlayers 4 tubes deep, with each layer

staggered by half a tube. Three superlayers are arranged, with alternating r-φ wire
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alignment, into stations. Four layers of stations are placed, alternating with the three

layers of yoke steel, in each of the segments of the dodecagonal return yoke. The

stations are split into 5 segments along the z axis due to the segmentation of the

yoke, leading to a channel count of about 172 000. Each tube contains an anode wire,

two cathode strips, and two field-forming strips, held at specific electric potentials.

Free electrons, created by ionizing radiation traversing the Ar-CO2 gas mixture, drift

in the electric field towards the anode wire, where they trigger an avalanche in the

high-field region near the wire. The subsequent electrical pulse is then fed through a

shaping preamplifier and digitized with a time-to-digital converter (TDC) to be read

out. The TDC resolution of 265 ps gives a single-wire position resolution of 250µm.

In the barrel region, the muon rate is low and the magnetic field is mostly contained

in the steel of the return yoke (see Fig. 4.3), such that relatively long drift times (up

to 380 ns) and large drift distances are permissible, leading to this configuration of

tube size and channel count.

4.8.2 Cathode strip chambers

Cathode strip chambers cover the endcap regions of the CMS detector, providing

muon detection in the region 1.2 < |η| < 2.4. The chambers are trapezoidal, with

dimensions such that they cover 10◦ in φ for the inner ring of chambers, and 20◦ for

the outer chambers. They are arranged into stations in an overlapping manner to

remove dead zones, and there are 4 stations interleaved with the 3 disks of the endcap

return yoke, for each side of the detector. The chambers are multiwire proportional

chambers, with 6 planes of anode wires interleaved among 7 cathode strip planes.

The strips run radially outward, with constant ∆φ width corresponding to about

8mm at the narrow end of the chamber and 16mm at the wide end. The anode wires

run along the φ coordinate, spaced 2.5mm apart, and in the innermost chambers,
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the wires have a slight tilt to compensate for the shift in arrival position on the

wires of ionization electrons due to the magnetic field. A gas gap of 9.5mm (7mm

in the innermost chambers) between the anode wires and cathode strips contains

an Ar-CO2-CF4 mixture, where the ion-electron pairs are created when muons pass

through. Anode wires are read out in groups of 16, and each cathode wire is read

out. Anode and cathode channels are both zero-suppressed based on the presence of

trigger primitives (anode/cathode local charged track) in the chamber. The larger

muon rate motivates the finer granularity of the components compared to that of the

DTs, and the CSC system contains about 400 000 readout channels. The small drift

gap allows effective operation in the large and complex magnetic fields present in the

endcaps, and the spacing of the cathode strips and anode wires is sufficiently small

to achieve a 150µm (75µm for the inner chambers) spatial resolution.

4.8.3 Resistive plate chambers

Resistive plate chambers are present in both the barrel and endcap regions of the

CMS detector, covering the region |η| < 1.6. The RPCs complement the DTs and

CSCs in their respective regions by trading a reduced position resolution for the

ability to localize ionization events in time to much better resolution than the 25 ns

bunch spacing, with little to no dead time. This feature makes the RPCs valuable for

triggering purposes. Six layers of RPCs are embedded alongside DTs in the barrel

yoke, and 3 layers are installed alongside CSCs in the endcap disks. The RPC chamber

is a rectangular flat sheet with a double gas gap of 2mm separating layers of high-

resistivity plastic panels. The panels are held at a high electrical potential, where an

ionization in the gas gap promotes an electric discharge between them. The plates

are capacitively coupled to readout strips, which capture the discharge pulse. In the

barrel, the strips run along the z direction, with a size corresponding to 5/16◦ in φ,
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projectively, from the interaction point. The endcap RPC chamber is trapezoidal,

and has strips running radially with the same φ segmentation as in the barrel. The

gas is a mixture of R134a refrigerant, isobutane, and sulfur hexafluoride. The RPC

channel count is about 165 000.

4.9 CMS Trigger and data acquisition

The nominal 25 ns bunch spacing leads to a bunch collision rate of 40MHz. The total

event data from all detectors, even after significant zero-suppression and compression,

amounts to about a megabyte. To be able to read out, record on tape, reconstruct,

and analyze this data, it must be filtered in stages to a manageable event rate. This

is accomplished in stages: the level 1 (L1) trigger system selects events, based on

reduced information from the muon systems and calorimeters, for readout such that

the rate is reduced below 100 kHz; after which the data acquisition (DAQ) system

assembles the complete event data from all detectors; which is then forwarded to the

high-level trigger (HLT), which analyses the events further, and selects a subset such

that the rate of events recorded to tape is kept near 1 kHz. An overview of how these

systems function is presented in this section.

4.9.1 Level 1 trigger

The L1 trigger system [109, 110, 111] is designed to select events of interest based

on information collected from ECAL, HCAL, and the muon systems. It assembles

the information and reduces it to a set of primordial physics objects (trigger objects)

corresponding to the physics objects that are reconstructed from the full detector

information (Chapter 6) after event collection, where minimal data volume or pro-

cessing time constraints, and no latency constraints, are present. The trigger objects
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are assembled in two pipelines, as shown in Fig. 4.8: the calorimeter trigger and the

muon trigger. The calorimeter trigger pipeline starts with the generation of summed

transverse energies from the towers of ECAL and HCAL, along with additional qual-

ity information. Towers are the smallest unit of detector area for the calorimeters

at trigger level, and the ECAL and HCAL detector channels are mapped to towers

(e.g. 25 EB crystals per HB tower) such that each tower covers the same projective

η-φ region of both calorimeters. The layer 1 calorimeter trigger combines the ECAL

and HCAL tower information and sends it to one of the nine layer 2 calorimeter

trigger processors, which are time-multiplexed so that each processor can process a

full view of the detector. In the layer 2 processor, L1 EGamma (electron or pho-

ton) objects are formed from small, dynamically sized (up to 8 towers) clusters of

towers with predominantly electromagnetic energy deposits, L1 Jets are formed from

9× 9 tower energy sums, L1 Taus are formed from the same dynamic clusters as L1

EGamma objects with an energy deposit pattern consistent with hadronic decays of

τ leptons, and vector and scalar energy sums over the entirety of the calorimeters are

computed. These objects are then sent to the demultiplexer processor, which sorts

the objects in pT and forwards them to the global trigger. The muon trigger pipeline

starts with the generation of track segments in DT and CSC, and strip hits in RPC.

The segments and hits are then distributed via intermediate processors according to

their |η| position into the barrel, overlap, and endcap track finders. The track finder

processors reconstruct muon tracks, creating a L1 Muon with charge, pT, and quality

information defined. The global muon trigger combines the L1 muons from the three

track finders, disambiguates them, sorts them in pT and quality, and delivers them to

the global trigger. The global trigger tests for multiple criteria based on the presence

of objects or combinations of objects with minimum energy or quality thresholds,

each of which is referred to as a trigger path, and sends the decision to accept or
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Figure 4.8: Schematic of the CMS Level-1 trigger system.

reject the event—the L1 accept—to the data acquisition system. The trigger menu is

the collection of trigger paths, and is optimized to collect as much interesting physics

data as the rate limit allows. The total trigger rate is highly correlated with the

instantaneous luminosity. Some paths are prescaled, such that for some prescale n,

only 1 in n events is recorded. These prescaled events are typically used for data

cross-validation and trigger efficiency calculations.

4.9.2 Data acquisition

The data acquisition system [112] begins with the detector front-end buffers, which

are often located on the detector itself. These buffers store the digitized readout of

the detector channels in a pipeline of fixed length, waiting on a decision from the

L1 trigger system before sending the data to the next stage of the DAQ system.



60

The L1 trigger must make a decision within a latency of 4µs, corresponding to the

event capacity of the smallest of these front-end buffers2. If the L1 trigger accepts

an event, the L1 accept signal is routed to these front-ends, which then sends the

data to readout devices, which format the data into packets and sends it through

a high-bandwidth network switch system to the event builder devices. From the

readout devices onward, the DAQ system uses commercial server and networking

hardware. In this high-bandwidth (order terabits per second) builder network, the

data is transformed from parallel to serial in detector components, and from serial to

parallel in events.

The bandwidth limitations of the front-ends and the builder network limit the

maximum rate of L1 accepts to less than 100 kHz, which is enforced by a fast feed-

back loop known as the trigger throttling system. The throttling system allows any

component of the DAQ system to signal that its data buffers are nearing capacity,

which then vetoes additional L1 accepts such that no accepted event is lost in the

DAQ system. The throttling feedback loop cannot operate with sufficient latency to

prevent buffer overflows from sub-microsecond bursts of triggers, due at least to the

propagation delay between the components, and therefore fixed trigger rules prevent

such bursts by vetoing more than k L1 accepts in N consecutive bunch crossings,

where (k,N) ∈ {(1, 3), (2, 25), (3, 100), (4, 240)}. L1 accepts that are vetoed by the

throttling system, trigger rules, or other reasons such as detector calibration sequences

are lost, and the fraction of lost L1 accepts is known as deadtime, which is carefully

tracked so as to properly account for it in the integrated luminosity. Typical deadtime

values are around 1% for the dataset used in this analysis.

After the data has been parallelized by event, the builder units distribute events

2 Namely, the 192 bunch crossing deep analog pipeline of the silicon strip tracker APV25 front-
end ASIC. With 24 bunch crossings of latency reserved for readout operations, this leaves 168·25 ns =
4.2µs of latency available for the trigger decision.
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to filter units, which perform the functions of the high-level trigger. If the filter unit

accepts an event, it is forwarded to a high-capacity network filesystem, where it then

waits for transfer to tape at various computing sites around the world.

4.9.3 High-level trigger

The high-level trigger is a software device running on the filter units of the DAQ

system. Each filter unit has access to the entire detector readout of the event in its

raw form. To decide if the event should be kept, the filter unit can in principle recon-

struct the physics objects of the event to the level of a final analysis. However full

reconstruction the event (the subject of Chapter 6) is a computationally expensive

operation, and since the number of filter units is finite (the HLT computing cluster

is significantly smaller than the sum of computing resources available for post-data

collection processing of the events) and the incoming event rate can be as large as

100 kHz, some compromise has to be made between the speed and quality of the HLT

reconstruction. Examples include: regional reconstruction of some objects based on

the positions of the L1 objects, which are precomputed by the L1 trigger and read

out; seeding of tracks only by sufficiently high momentum muons or calorimeter de-

posits; and reduced iterations of track-finding. As in L1, the filtering is organized

into trigger paths. To further reduce the decision time, reconstruction and filtering

operate in turn in a given trigger path, with faster reconstruction steps placed early

in the sequence, so that if an event fails one of the filter criteria with partial recon-

struction, then later reconstruction steps in the trigger path need not be carried out

(unless a separate trigger path requires it.) For the size of the HLT computing cluster

operating in 2016, the average processing time per event was kept below 160ms, such

that the event buffers of the filter units were kept at a safe occupancy. As in L1,

the menu is optimized for maximum allowable event rate, although the HLT rate is
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primarily constrained by offline computing and storage cost limitations rather than

by bandwidth. Some HLT trigger paths are prescaled, as in L1, for monitoring and

validation purposes.

4.10 CMS Luminometers

An accurate estimate of the number of SM background events is crucial for this anal-

ysis, and a necessary ingredient for this prediction is an accurate measurement of

the integrated luminosity corresponding to the collected data used in this analysis.

Although in principle the instantaneous luminosity at the collision point is given by

Eqn. 4.2, in practice the Gaussian distributed bunch assumption as well as the uncer-

tainty of some parameters in this formula lead to an unacceptably high uncertainty.

To accurately measure the instantaneous and integrated luminosity, CMS uses rate

measurements from a variety of observables collected from five detectors: the pixel

detector, DT, HF, and two detectors specialized for luminosity measurement pur-

poses, namely the fast beam conditions monitor (BCM1f) and the pixel luminosity

telescope (PLT.) [113] The observables are chosen to have a linear correlation with

luminosity and stability over time, and for each, a relationship between the rate of

events R and the instantaneous luminosity can be fixed by a visible cross section

parameter σvis,

L = Rσvis,

providing a stable relative measurement of the luminosity. To establish the absolute

scale, σvis must be measured in a van der Meer scan [114], where the LHC beams are

scanned across each other to experimentally establish the beam profile, which when

combined with accurately measured beam intensities, gives an absolute scale for the

instantaneous luminosity. Values of calibrated instantaneous luminosity are made
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available for each lumisection, which represents a fixed period of event-taking equal

to 218 orbits of the beams, or 23.3 s. The integrated luminosity for the dataset used

in this analysis is measured with a 2.5% systematic uncertainty [113].

4.11 CMS Performance and data quality

The LHC operated in proton physics production mode from April 22 to October

27, 2016. During this time, 40.8 fb−1 of integrated luminosity was delivered to the

CMS interaction point. Of this, 37.8 fb−1 was recorded by CMS, with losses due

to various issues such as: temporary failures of detector components or services to

them (e.g. power supplies) that prevented data collection, trigger deadtime, or human

error. For all recorded data, detector experts for each detector system evaluate the

quality of the data, looking for significant dead zones or spurious noise that may

significantly impact the ability to analyze the data. If no issues are found, the data

is certified. Data is certified or rejected in units no smaller than a a lumisection. The

total integrated luminosity of the lumisections collected in 2016 that are certified

good for analysis is 35.9 fb−1. The cumulative integrated luminosity recorded during

the 2016 run is shown in Fig. 4.9.
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Figure 4.9: Cumulative integrated luminosity produced, recorded, and certified by
the CMS experiment in 2016.
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Chapter 5

Event simulation

5.1 Introduction

Accurate simulation of event data—as would be collected by the CMS experiment—is

paramount to the success of this analysis. The information we want to collect from

the physics processes of interest is diluted by backgrounds (discussed in Chapter 7),

smeared by detector resolutions (discussed in Chapter 4), and distorted by recon-

struction inefficiencies (discussed in Chapter 6). To provide accurate estimates of

the background contributions, the signal selection efficiency, and the resolution of

kinematic quantities, a complete simulation of the experiment is required, starting

from the initial state of two protons colliding, and ending with event data in a format

indistinguishable from that of the digitized detector signals that are read out from the

CMS detector. Simulation is divided into several stages, each of which is explained

in the following sections.
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5.2 Proton-proton collision

A proton-proton collision involves the possibility of multiple interactions between the

parton constituents of the proton, including the valence quarks that constitute the

low energy scale description of the proton (p = uud), the gluon mediators that bind

these quarks together, as well as the sea quarks that are spontaneously created from

the gluon field, all of which have significant contributions at the energy scale of proton

collisions at the LHC.

The modern picture of the proton composed of fundamental partons has emerged

from the results of deep inelastic scattering (DIS) experiments over the course of sev-

eral decades, beginning with the first experimental evidence [115] of Bjorken scaling

[116], which established the composite nature of the proton. In these experiments,

a fundamental particle (such as an electron or neutrino) is made to collide with a

proton, and the scattering cross section of the incident particle is measured as a func-

tion of collision energy and scattering angle. From the results of these experiments, a

probabilistic model of the proton constituents, known as a parton distribution func-

tion (PDF), is developed. The PDF describes the probability fi(x;Q
2) that a parton

species i carries a fraction x of the total momentum of the proton, as probed by the

incident particle via exchange of some gauge boson with momentum transfer Qµ, such

that the total probability, [117]∑
i

∫ 1

0

dx xfi(x;Q
2) = 1. (5.1)

The role of Q2 in the fi is to parameterize how the relative fraction of proton mo-

mentum carried by a given parton species evolves with the energy scale of the inter-

action, primarily as a consequence of the changing coupling gs. Thus, the fi must

evolve with Q2 as specified by the renormalization group equations of QCD for a

given order in perturbation theory, such that the relation of Eqn. 5.1 remains con-
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served. The differential equations describing this evolution are known as the DGLAP

equations [118, 119, 120], where the order of the PDF (LO, NLO, etc.) refers to the

order in QCD perturbation theory under which the DGLAP equations are derived.

The fi are simple parametric functions of x, specified at a fixed reference value Q2
0,

and evolved to arbitrary Q2 with the help of the DGLAP equations, such that data

collected by DIS experiments over several orders of magnitude in x and Q2 can be fit

to a single function.

The impressive agreement between the DGLAP-evolved fi(x;Q
2) and the DIS

data taken over a wide range of x and Q2 (see, for example, [121]) provides some

of the strongest support for QCD theory, however it does not by itself describe the

behavior of a proton-proton collision. The remaining ingredient is the factorization

theorem, first introduced to predict the cross section of the Drell–Yan process [122]

in which a quark from one proton and an antiquark from another proton annihilate

into a virtual photon, which subsequently produces a pair of charged leptons. The

factorization theorem postulates that the proton-proton collision contains two inde-

pendent components: a hard scatter process, where two partons interact at some high

energy scale; and the underlying event, describing the low energy scale interactions

of the remnants of the protons after considering the hard scatter. Further, the cross

section of a process with a given final state from the hard scatter can be found by

integrating the partonic cross section of the hard scatter, weighted by the PDFs of

each parton in its respective proton evaluated at some given factorization scale µF

(c.f. Q of DIS),

σpp→X =
∑
i,j

∫
dxidxj σij→X(xi, xj) · fi(xi;µ2

F ) · fj(xj;µ2
F ), (5.2)

where the X in pp→ X refers to the final state created by the hard scatter, without

regard to the final state of the underlying event. Similar to the renormalization scale
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discussed in Section 2.1, the factorization scale is unobservable, and if one were able

compute σpp→X to all orders in perturbation theory, it would have no dependence on

µF . In practice, the cross section will have some µF dependence (albeit minimized

by the use of higher order PDFs and partonic cross sections) and the choice of µF

is usually motivated by some characteristic energy scale of the hard process, e.g. the

transverse mass1 of the final state of the hard process. In any process in which the

partonic cross section calculation requires the assumption of a renormalization scale

µR, it is usually set to the same value as µF , as the value of both are motivated by

the scale of the process [123].

To simulate events, one must sample the phase space of the final state given by

Eqn. 5.2. This is accomplished via the Monte Carlo method [124], in two stages: the

matrix element (ME) generator samples the PDFs at the hard interaction scale µF to

determine the parton species i, j, and samples the differential partonic cross section

σij→X to determine the kinematics of the final state of the hard process, as viewed at

the hard interaction scale µR; then the parton shower (PS) generator determines the

evolution of initial state quarks as well as any final state quarks of the hard process

from the hard interaction scale to the hadronization scale, and determines the final

state of the underlying event. The ME and PS generators are discussed further in

the following sections. In this analysis, the NNPDF3.0 [125] PDF is used, with the

order of the PDF corresponding to the order of the ME calculation used for the

hard process under consideration. The PDF is evaluated with the assistance of the

LHAPDF6 library [117], which interpolates or extrapolates from the values given by

NNPDF, and assists with evaluation of PDF uncertainties.

1 Transverse mass is defined m2
T = E2 − p2z.



69

5.3 Matrix element

In this analysis, several ME generators are employed, as the order in QCD as well as

the accuracy of calculation varies across generators and processes. Some generators,

such as MadGraph5 aMC@NLO [126], are able to construct the matrix element

for a given process at LO and NLO QCD in a semi-automated way, whereas for others

it is hand-made by the authors. In the case of POWHEG [127, 128, 129], a framework

is provided in which authors can provide plugins for various processes, some of which

provide NLO QCD or even NNLO QCD predictions. An overview of the generators

and the corresponding order in QCD used for signal and background event samples

is presented in this section. Details related to the selection of background processes

to consider can be found in Section 7.2.

The main task of the matrix element generator is to provide events sampled from

the partonic cross section. In the majority of cases, the ME generator will also provide

NLO QCD corrections to the partonic cross section, which fall into two categories:

virtual corrections, which do not alter the ME-level final state, but do alter the ampli-

tude via an additional parton connecting two existing partons in the LO diagram; and

real corrections, where an additional parton is radiated, in which case the ME-level

final state is altered. Example Feynman diagrams for virtual and real NLO correction

terms are shown for the qq̄ → ZZ process in Fig. 5.1. In the case of real emission of

a parton, either due to NLO corrections or due to multiple partons in the final state

of the LO process, a merging scheme must be employed to prevent double-counting

of parton (eventually, jet) radiation, since the parton shower may add partons to the

ME-level final state in the process of hadronization. The merging of jets from matrix

element calculations and parton shower descriptions is done using: the MLM [130]

scheme in the case of LO samples with multiple partons in the final state produced
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Figure 5.1: Example Feynman diagrams showing NLO QCD corrections to ZZ
production, where an additional virtual gluon exchange (left diagram) or real gluon
emission (right diagram) alters the amplitude of the ZZ process. In the case of
virtual exchange, the strictly NLO contribution (i.e. one additional αs factor) arises
from the cross term with the LO diagram upon squaring the sum of amplitudes. The
amplitude contributed by the sum of all NLO diagrams to the total ZZ cross section
is subdominant to that provided by the LO diagram shown in Fig. 2.3.

with MadGraph5 aMC@NLO; the FxFx [131] scheme in the case of NLO samples

generated by MadGraph5 aMC@NLO; and the MiNLO [132] scheme in the case

of NLO samples generated by POWHEG. The choice of merging scheme is largely

dictated by the supported options of the generator.

The POWHEG2.0 generator is used to provide ME-level event samples for the

following processes: diboson (VV, where V = W or Z) production via qq̄ annihila-

tion [133, 134]; ZH production via qq̄ annihilation [135]; and ZH production via gluon

fusion2. For all three processes, the ME calculation includes also NLO corrections.

This choice reflects the state of the art in differential cross section predictions for

these processes.

The Monte Carlo for FeMtobarn processes (MCFM) v7.01 [136] generator is used

to produce event samples for the gg → WW and gg → ZZ processes, including also

NLO QCD corrections. These so-called “box-diagram” processes can be viewed as

NNLO QCD corrections to the respective LO processes, however they are found to

2No publication is available yet for POWHEG User-Processes-V2/ggHZ.
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have a significant contribution due to the large gluon fraction of the proton PDF at

the LHC energy scale. MCFM is chosen as the best prediction for these processes

currently available. The gg → ZH process is similarly enhanced relative to the näıve

expectation for an NNLO correction. For this process, as mentioned previously, the

POWHEG generator is used.

The reducible background samples, including Z+jets, Zγ, tt̄, tt̄V, and VVV,

are generated at NLO in QCD with either MadGraph5 aMC@NLO v2.3.2 or

POWHEG, depending on the process. The choice of generator for these reducible

backgrounds is driven by the availability of computing resources and the require-

ments of analysis groups within the CMS collaboration that treat these processes as

signals. Here we choose the sample which provides the lowest statistical uncertainty,

provided it is known to model the data well in the relevant phase space.

Samples of DM particle production in the simplified model framework are gen-

erated using DmSimp [137, 138, 139] interfaced with MadGraph5 aMC@NLO

v2.4.3. Samples are generated over a range of values for the masses mmed and mDM.

For the vector and axial vector models, the mediator couplings to the SM and DM

fields are set to gq = 0.25 and gDM = 1, respectively, and include full NLO corrections.

For the scalar and pseudoscalar models, the couplings are set to gq = gDM = 1, and

the samples are generated only at leading order. This choice of couplings is recom-

mended by the ATLAS/CMS dark matter forum [33] and by the LHC dark matter

working group [35], and is motivated by the preference to explore new physics models

with couplings initially set to unity, except that gq is lowered in the vector and axial

vector models such that pre-existing constraints from dijet searches (in the case where

a DM mediator is produced via qq̄ annihilation and decays back into a pair of quarks

rather than DM particles) are evaded [140]. The DM and mediator mass ranges are

chosen to be near the exclusion limits of current collider DM searches.
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Events for the ADD scenario of large extra dimensions and for the unparticle

model are generated at leading order using an EFT implementation in PYTHIA

8.205 [141, 142, 41]. In the ADD case, event samples are produced for MD = 1, 2,

and 3 TeV, each with n = 2–7. The choice of MD and n is driven by the expected

sensitivity for these models. In order to ensure the validity of the EFT, the ADD

signal is truncated following Eqn. 2.7. In general, this procedure has a larger effect for

large values of n, for which the distribution of ŝ is shifted towards higher values [142].

For the unparticle case, samples are generated for scaling dimensions dU between 1.01

and 2.2, with the cutoff scale ΛU set to 15TeV and the coupling λ set to 1. Since both

ΛU and λ modify the cross sections of the signal prediction, but not its kinematic

distributions [41], a simple rescaling of cross sections is performed to obtain signal

predictions for alternative values of these parameters. No truncation is performed for

the unparticle signal, to be consistent with the results of prior work.

5.4 Higher order corrections

The ME predictions for the ZZ and WZ processes are calculated at NLO in QCD,

as discussed in the previous section. Higher-order calculations are known for both

of these processes, some of which can be quite significant in certain differential dis-

tributions. To improve the description of these background processes, a reweighting

procedure is used, as the higher-order cross sections are only computed differentially

in a limited subset of the final state kinematic variables, preventing the calculation

from being used as an event generator. These corrections include:

• a constant (approximately 10%) correction for the WZ cross section from NLO

to NNLO in QCD calculations [143];

• a constant (approximately 3%) correction for the WZ cross section from LO to
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NLO in electroweak (EW) calculations, considering also photon-quark initial

states, according to Ref. [144];

• a ∆φ(Z,Z)-dependent correction, varying in magnitude up to 15%, to ZZ pro-

duction cross section from NLO to next-to-next-to-leading order (NNLO) in

QCD calculations [145];

• a pT-dependent correction in the subleading Z boson pT, varying in magnitude

up to 20% at high pZT, to the ZZ cross section from LO to NLO in EW calcu-

lations, following Refs. [146, 147, 144], which is the dominant correction in the

signal region of this analysis.

In the case of WZ production, the corrections are applied to the total cross section.

For ZZ production, events are given a weight w, formed from the ratios of differential

cross sections k,

kNNLO QCD =

dσ
d∆φ(Z,Z)NNLO QCD

dσ
d∆φ(Z,Z)NLO QCD

,

kNLO EW =

dσ
dpZTNLO EW

dσ
dpZT LO

,

w = kNNLO QCD · kNLO EW,

(5.3)

suitably binned in the available kinematic variables to capture the dominant effects of

the higher-order prediction. The NLO EW correction is applied directly to the NLO

QCD prediction, although the correction is with respect to the LO QCD prediction,

under the assumption that the effects of the two corrections are factorisable.

5.5 Parton shower

To properly simulate the complete final state of the collision, the interactions of the

underlying event, the evolution of ME partons down to the hadronization energy scale,
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and the subsequent hadronization of partonic remnants of the collision—including

both those of the underlying event as well as any final state partons of the hard

scatter—must be simulated. In particular, if a color current (a conserved current of

the SU(3) symmetry) is carried through the hard scatter, then the color connection

between the hard scatter final state and the proton remnants must also be consid-

ered. The evolution of ME partons to low energy scales is accomplished via splitting

functions [148], a result of the DGLAP equations that describes the probability of

a parton to evolve from a high energy scale to a lower one without radiating an ad-

ditional parton above some minimum energy cutoff, where the cutoff is necessary as

the splitting function is generally infrared and collinear divergent, i.e. divergent in

the transverse momentum and opening angle of the radiated parton relative to the

initial parton [149]. After all partons are near the hadronization energy scale (about

10GeV), the modeling of the underlying event and hadronization becomes largely

phenomenological. Three popular parton shower programs exist, each with different

phenomenological treatments of hadronization: PYTHIA [141], HERWIG [150], and

SHERPA [151]. Each model contains many free parameters that are adjusted, or

tuned, to best match experimental data. In this analysis, PYTHIA versions 8.205 or

higher is used with all event samples for parton showering, hadronization, and the

underlying event simulation, using the CUETP8M1 [152] tune.

5.6 Detector response

The final step of event simulation is tasked with simulating the detector response

to the final state particles of the proton-proton collision, which is handled by the

GEANT4 [153, 154, 155] program, in combination with custom digitization simulation

software. The event description at the exit of the parton shower simulation contains
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several thousand particles emanating from the interaction vertex, generally consisting

of electrons, muons, photons, light stable mesons such as pions and kaons, and stable

baryons such as protons or neutrons. Some particles are unstable with lifetimes of

order cτ ∼ m, whose decays are handled by GEANT. The particles are propagated

through a simulation of detector material, where all known matter interactions are

considered, weighted by their respective probabilities using the Monte Carlo method,

and energy deposits in each material volume are recorded. The energy deposits

in sensitive volumes are converted into digital values as would be read out by the

detector electronics, using models developed and validated with both test beam [156]

and collision [157, 158] data. These models capture the effects of charge or light

collection efficiency, amplifier noise, pulse shaping circuitry, and many other aspects

of the detector response. The readout circuitry, in particular that which generates

the trigger primitives and selective readout (zero-suppression), is simulated as well.

During the digitization step, events are superimposed withminimum bias events—

generic low momentum transfer inelastic scattering events that approximate the av-

erage proton-proton collision—to simulate the effect of pileup. The minimum bias

events are simulated using PYTHIA. Up to 70 minimum bias events may be super-

imposed with the hard scatter event, where the number of interactions is drawn from

a distribution selected to approximate that of the data collection period for which

the simulated events are to be used with. At the analysis level, once the dataset

is finalized, the pileup distribution of events in simulation is reweighted to exactly

match that of the data. The average number of pileup events per bunch crossing is

approximately 23 in the data sample analyzed here, and the distribution is shown in

Fig. 5.2.
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Figure 5.2: Distribution of pileup observed in data collected in 2016, with a mean
Npu = 23. Npu is constructed from the sum of per-bunch instantaneous luminosity
distributions, recorded per lumisection, scaled by a minimum bias cross section of
69.2± 3.5mb [102].
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Chapter 6

Event reconstruction

6.1 Introduction

The event reconstruction algorithms employed by CMS have been in constant devel-

opment over many decades, in response to the increasingly difficult reconstruction

challenges posed by successive generations of particle detector experiments. The al-

gorithms have increased in complexity in step with the experiments themselves. A

common theme in algorithm development is iterative improvements: initial simplified

algorithms feed more refined and more computationally complex algorithms, such

that the combinatorial phase space of 70 million channels of CMS tracking detec-

tor and calorimeter readout is reduced in stages. Each step increases the purity as

much as possible, within acceptable efficiency losses, of the main physics objects in an

event. CMS has successfully employed the particle flow (PF) technique [159] as a core

feature of reconstruction. The goal of PF is to reconstruct all particles produced in

the event, divided into five classes of visible particles present in the detector: muons,

electrons, charged hadrons, neutral hadrons, and photons. A schematic of how each

class of particles leave traces in the detector is shown in Fig. 6.1. PF reconstruction
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Figure 6.1: A sketch of the specific particle interactions in a transverse slice of the
CMS detector, from the beam interaction region to the muon detector. The muon
and the charged pion are positively charged, and the electron is negatively charged.
Reproduced from [159], Fig. 1.

starts with local algorithms that form tracks and calorimeter clusters, then a linking

stage combines these into PF objects. From the visible particles reconstructed by

PF, the main physics objects used in this analysis are then formed and identified:

isolated muons, isolated electrons, isolated photons, jets, isolated tau leptons, and

the missing transverse momentum of the event, pmiss
T .

6.2 Tracks

6.2.1 General tracks

Track reconstruction begins with the local reconstruction of clusters in the pixels

and strip trackers (Section 4.5), where the zero-suppressed signals collected by the
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detectors are clustered into hits. The estimated positions and uncertainties of the

hits, in the plane of the sensor, is computed [160]. The efficiency for a hit in a given

layer to be reconstructed and used in a track fit, excluding damaged sections of the

detector, is over 99.5% for both strip and pixel hits. In 2016, about 98% of the

pixel detector channels and about 96% of the strip tracker channels were active and

functional. Hit positions in this local coordinate system are then translated into the

global CMS coordinate system via a geometry specification that is informed by in-situ

alignment measurements that correct for deviations from the ideal positioning of the

detector elements as well as surface deformations due to mechanical stresses. The

statistical accuracy of the alignment procedure is found to be less than 10µm [161].

Prior to track reconstruction, the position of the beam spot, i.e. the center of the

luminous region in which the proton bunches collide, must be established. The beam

spot is measured using only pixel hits, fed to a simplified tracking algorithm which

generates and clusters tracks to determine primary vertex positions, which are then

fit to a 3D Gaussian beam profile to extract the beam spot position over an average

of many events [160]. The beam spot is used to constrain track seeding for an initial

subset of the tracking iterations.

Track reconstruction is performed in ten iterations, beginning with the reconstruc-

tion of high-quality, high-pT tracks originating from the beam spot, and progressively

relaxing quality criteria and displacement (from the beam spot) thresholds in each

iteration. Hits used in one iteration are removed from the collection available to the

next iteration to reduce computational complexity as well as false track reconstruc-

tion probability. Each iteration follows four steps. First, a set of seeds, or collections

of hits in two to three detector layers, is defined, which provides the initial estimate

of the track trajectory parameters and their uncertainties. Next, compatible hits are

searched for by extrapolating the particle trajectory (outward or inward) into the
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next layers using the Combinatorial Track Finder (CTF) method, which is a type of

Kalman filter [160, 162, 163]. Following the building of CTF tracks, a track fit is per-

formed to provide the best possible estimate of the track parameters. Finally, track

selection discards track that fail certain quality criteria. The first three track-finding

iterations are seeded by triplets of pixel hits, capturing most prompt high-pT tracks,

as well as mildly displaced tracks from b decays. The fourth step uses only pairs

of pixel hits consistent with the beam spot to recover the remaining high-pT tracks.

Iterations five through seven target progressively further displaced tracks, with origin

vertices as far as 60 cm from the beam spot. The eighth iteration attempts to resolve

merged tracks in the core of high-pT jets by splitting hit clusters as necessary. The

last two iterations are seeded by information from the muon detectors, with outward-

and inward-propagating track finding steps. The efficiency of track finding and the

track misreconstruction rate for this iterative method is shown in Fig. 6.2.

6.2.2 Electron tracks

For electrons, unlike for muons or charged pions, there is a high probability to emit

significant bremsstrahlung radiation as the electron traverses the significant (up to

1.8 radiation lengths) tracker material before entering the electromagnetic calorime-

ter. As a consequence, electron tracks can have sharp kinks, at which point the CTF

tracking procedure will fail to find the next hit. Therefore, a dedicated electron track-

ing procedure, known as the Gaussian-Sum Filter (GSF) method [164] is employed.

Seeding of electron tracks is performed using two sets of inputs: calorimeter super-

clusters (Section 6.4) and general tracks. In the first case, GSF tracking is seeded

via isolated superclusters with ET > 4GeV and a hadronic to electromagnetic energy

ratio below 0.15, where the initial momentum is assigned by back-propagating the

supercluster position under both electron and positron hypotheses. For prompt iso-
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Figure 6.2: Efficiency (left) and misreconstruction rate (right) of the global com-
binatorial track finder (black squares); and of the iterative tracking method (green
triangles: prompt iterations based on seeds with at least one hit in the pixel detec-
tor; red circles: all iterations, including those with displaced seeds), as a function
of the track pT, for charged hadrons in multijet events without pileup interactions.
Only tracks with |η| < 2.5 are considered in the efficiency and misreconstruction rate
determination. The efficiency is displayed for tracks originating from within 3.5 cm
of the beam axis and ±30 cm of the nominal center of CMS along the beam axis.
Reproduced from [159], Fig. 4.

lated electrons from Z boson decays, this seeding method alone has an efficiency of

about 92% [165]. For non-isolated or low-pT electrons, as well as those in the barrel-

endcap transition region, the supercluster requirements become too restrictive, so an

additional GSF reconstruction sequence is seeded by all general tracks over 2GeV.

The subset of electrons with minimal bremstrahlung will already be well-measured

by the CTF tracking and can later be matched to calorimeter clusters to discriminate

against charged hadrons (Section 6.5), so to recover those with large radiation, the

subset of CTF tracks with a low number of hits and high fit χ2 are used to seed a GSF

tracking iteration. Electron candidates from both seeding methods are then merged

and used to seed a more robust and computationally expensive GSF tracking iteration

to determine the final electron tracks. The electron track reconstruction efficiency is

above 95% for electron superclusters with ET > 20GeV and |η| < 2 [165].
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6.2.3 Muon tracks

Muon tracks fall into three categories: stand-alone, tracker, and global muons. Stand-

alone muon tracks are built using only information from the muon detectors, where

hits are first locally reconstructed within DT and CSC detector elements, then formed

into track segments, which then seed a Kalman filter track finding algorithm to com-

bine all DT, CSC, and RPC hits compatible with the track [166, 167]. The efficiency

for reconstructing local segments and hits is on average about 95% per muon station

in the CSC and DT systems, and the detection efficiency of the RPC layers is typically

between 95-98% [168]. Tracker muons include any general tracks with pT > 0.5GeV

and total momentum p > 2.5GeV that, when extrapolated to the muon system, can

be matched to at least one muon segment within min(3 cm, 4σ) in the best-measured

local coordinate in the plane transverse to the beam axis. Global muons are formed

by extrapolating general tracks and stand-alone muon tracks to a common surface

(namely, the tracker outer surface) and matching tracks which are compatible. The

hits from the matched tracks are then re-fit, which provides a significant improvement

in the momentum resolution for muons with pT > 200GeV [169]. Since global muon

reconstruction requires hits in multiple muon detector layers, the global muon recon-

struction efficiency reaches a plateau efficiency of 99% at a muon pT near 10GeV,

whereas tracker muons are reconstructed with 99% efficiency above 1GeV [169].

6.3 Primary vertices

Primary vertices are the vertices from which tracks associated with initial proton-

proton collisions emanate, to be contrasted with secondary vertices, from which tracks

associated with particle decays or interactions with detector material emanate. The

goal of primary vertex reconstruction is to measure the position of all proton-proton
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collisions in the event, both from the hard scatter as well as from pileup collisions.

Primary vertices are reconstructed in three steps: a subset of the reconstructed track

collection is selected based on compatibility with the beam spot and track quality

criteria, without any restriction on track pT; the tracks are clustered according to

the z coordinate and the point of closest approach to the center of the beam spot,

using the deterministic annealing [170] algorithm; and the position of each vertex is

then found by a maximum likelihood fit to the associated tracks belonging to a given

cluster [160].

The selected primary vertex of the event is primary vertex associated with the

specific proton-proton collision that produced a hard scatter event, i.e. not a pileup

collision. In run 1, the selected vertex was that with the largest sum of squared

transverse momenta of associated tracks,
∑
p2T. For some classes of signal models,

such as those where substantial transverse energy is carried by neutral or invisible

particles, this selection was found to be non-optimal at high pileup. To improve

the selection efficiency in run 2, the selected vertex is that with the largest value

of summed physics-object p2T, where in this context the physics objects are: track-

jets, clustered using the AK4 jet-finding algorithm (see Section 6.6.4) with the tracks

assigned to the vertex as inputs; and the associated missing transverse momentum,

taken as the negative vector sum of the pT of the track-jets associated with the vertex.

This procedure improves the selected primary vertex efficiency in processes such as

H → γγ and ZH → ννbb̄ by about 5%, while for the signals considered here, the

efficiency is not altered significantly from its already high (> 98%) value as this final

state contains two high-pT tracks from the Z → `` decay.
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6.4 Calorimeter clusters

Calorimeter clustering is designed to accomplish several tasks. Photons and neutral

hadrons are only detectable in the calorimeters, so the clustering must accurately

measure the energy and position of these neutral particles. Electron tracking is seeded

by superclusters, which are contiguous groups of ECAL clusters designed to capture

bremsstrahlung photons emitted by the electrons. Clusters are also used to improve

the energy measurement of high-pT charged hadrons in the case where the track

associated to the hadron has a poor momentum measurement. Calorimeter clusters

are formed separately in each subdetector: ECAL barrel and endcaps, HCAL barrel

and endcaps, and the ECAL preshower. For HF, no clustering is performed, and each

detector element becomes itself a cluster.

The initial clustering is topological: a detector element with energy deposit above

a threshold Eseed defines a seed element, and the cluster is grown around the seed

by successively including adjacent elements to existing cluster elements (either the

four sharing a side or the eight sharing a corner) which have energy deposits above

a threshold Egather. In the case of the ECAL endcaps, since the noise level increases

strongly with |η|, an additional transverse energy threshold on the seed element,

ET,seed, is imposed. The values of these clustering parameters are summarized for

each detector in Table 6.1. After the topological clustering, an iterative algorithm

refines the position and energy of clusters. The first step assigns a Gaussian energy

distribution to each seed, with initial energy and position measurements given by

the seed element, and the Gaussian width a fixed parameter chosen according to

the detector in which the cluster resides. The clustering continues by performing

an analytical maximum-likelihood fit of each cluster’s energy to the energy deposit

distributions, and then updating the position measurements and energy fractions of
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Clustering parameter ECAL HCAL Preshower
barrel endcaps barrel endcaps

Eseed (MeV) 230 600 800 1100 0.12
ET,seed (MeV) 150
Gathering adjacent cells 8 8 4 4 8
Egather (MeV) 80 300 800 800 0.06
Gaussian width (cm) 1.5 1.5 10 10 0.2

Table 6.1: Clustering parameters for the ECAL, HCAL, and the preshower detectors.
All values result from optimizations based on simulation of single photons, π0, K0

L,
and jets. Reproduced with modified labeling from [159], Table 2.

each element per cluster before the next iteration. In this way, the energy deposited by

two nearly-overlapping clusters is divided between them according to the expectation

of the Gaussian model.

6.5 Particle-flow linking

As shown in Fig. 6.1, a given particle is expected to give rise to several PF elements

in the various CMS subdetectors. With the track and cluster PF elements assembled,

PF reconstruction proceeds with a link algorithm that connects these elements from

different subdetectors to form the PF candidates. Each track is propagated into the

position of expected shower maximum in ECAL, and linked to an ECAL cluster if

the track position is within the cluster boundary plus one crystal, in the η-φ plane

in the barrel, and in the x-y plane in the endcap. The tracks are further propagated

one hadronic interaction length deep into the HCAL, and matched in the same way

to HCAL PF clusters. If multiple track-cluster links are found, only the closest link

is kept, with the distance between the track and cluster barycenter as the metric.

Preshower, ECAL, and HCAL clusters are linked if the cluster in the detector with

finer granularity (in order: PS, ECAL, HCAL) overlaps projectively with the other

cluster. As in the track-calorimeter matching, only the closest link is kept. To
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collect photons emitted by electron bremsstrahlung radiation, tangents to electron

GSF tracks at each tracker layer are propagated to the ECAL, and links are formed

between the GSF track and clusters intercepted by these tangents. Combinations

of tracks that are found to intersect and form a common displaced vertex due to

nuclear interactions in the tracker material are also linked together. Finally, tracks

in the inner tracker and muon systems are linked. The end result is several PF blocks

of objects linked together by the above algorithm. Due to the fine granularity of

the CMS detector, typical PF blocks contain only a handful of elements originating

from one or a few particles [159]. After the linking step, each PF block is then

analyzed individually to determine the particle content in a specific order, chosen so

that objects with intrinsically higher purity are removed from consideration at the

beginning of the sequence.

Isolated muons are identified by the presence of linked inner and outer tracks (as

well as a small calorimeter deposit due to the minimally-ionizing nature of muons)

and by an isolation criterion requiring the sum of track pT and calorimeter ET in a

∆R < 0.3 region to be less than 10% of the muon pT, where ∆R is defined:

∆R =
√
∆η2 +∆φ2.

Non-isolated muons (e.g. from semileptonic B meson decays in b jets) are identified

by more strict criteria, similar to the tight identification requirements described in

Section 6.6.1. PF elements associated with the resulting muons are then masked from

the PF block.

Next, electrons and photons are considered simultaneously, due to the similarities

in their appearance: often photons will convert (interact with the tracker material,

producing an e+e− pair), and bremsstrahlung photons from electrons may convert,

leaving many e/γ objects from one originating hard photon or electron. In a given PF
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block, an electron candidate is seeded by a GSF track, provided the corresponding

ECAL cluster is not linked to more than 3 tracks, and a photon candidate is seeded

by an ECAL supercluster with ET > 10GeV and no link to a GSF track. The total

energy of the ECAL clusters linked to an e/γ object is corrected for energy lost due

to inefficient clustering and linking [165, 159]. This corrected energy is assigned to

final photon candidates. The final electron candidate energies are obtained from a

multivariate regression using a combination of the corrected ECAL energy and the

GSF track momentum as inputs, along with other track and cluster variables. The

photon position is taken from the supercluster, and the electron position taken from

the GSF track. Electron candidates are then filtered by a 14-variable multivariate

discriminator, trained separately for barrel and endcaps and for isolated and non-

isolated electrons [159]. Photon candidates are filtered by isolation criteria and the

ratio of HCAL and ECAL energies. All tracks and clusters in the PF block used to

reconstruct these e/γ objects are then masked.

After the removal of µ/e/γ candidates, the remaining particles to be identified in

a given PF block are hadrons and non-isolated photons from jet hadronization. Pho-

tons and neutral hadrons (h0) are formed from any ECAL and HCAL clusters not

linked to any track, where inside the tracker region all ECAL clusters are assigned to

γ candidates and all HCAL clusters to h0 candidates. This choice is motivated by the

observation that 25% of hadronic jet energy is carried by photons (primarily from π0

decays) while neutral hadrons only deposit 3% of the jet energy in the ECAL. Outside

the tracker acceptance (|η| > 2.5), charged and neutral hadrons become indistinguish-

able, therefore linked ECAL and HCAL clusters form neutral hadron candidates and

unlinked ECAL clusters form photon candidates. The remaining HCAL clusters are

linked to one or several tracks to form charged hadron (h±) candidates. Calibrations

are applied to the calorimeter clusters as a function of E, η, and the candidate hypoth-
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esis: γ, h±, or h0. Finally, HF clusters directly form HF photon or HF hadron particle

candidates, depending on the ratio of long to short fiber energies in the cluster.

After the complete PF particle collection is established, an event post-processing

step checks for spurious pmiss
T (Section 6.6.6), created for example by: reconstruction

of a coincident cosmic ray muon in the event; or mis-reconstruction of a charged

hadron as a muon and neutral hadron in the case that the h± is energetic enough for

its shower to produce segments in the muon systems (referred to as punch-through),

which causes a double-counting of the h± energy. Particles likely to cause such issues

are masked from the pmiss
T calculation, and if the resulting pmiss

T value is reduced by a

factor of at least 0.5, the particles are removed from the output collection or the PF

block is re-interpreted as necessary.

6.6 Physics objects

6.6.1 Muons

Muons selected as primary objects in this analysis are reconstructed by the particle

flow algorithm, and are subjected to additional identification criteria: the muon track

is required to be globally reconstructed, with a track fit χ2/d.o.f. < 10; the track fit

must use at least one muon chamber hit, and there must be compatible segments

(that may not have been used in the final fit) in at least two muon stations; the

track position of closest approach to its associated vertex must be less than 0.2mm

in the radial coordinate and less than 1mm in the z coordinate; the track must

include at least one pixel hit, and the inner track must use hits in at least 6 layers for

pT measurement. These requirements primarily suppress non-prompt muons from B

meson decays, charged hadron punch-through, and cosmic muons.

In this analysis, muons are expected to be well-isolated from hadronic activity,
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as they are produced in the decay of a Z boson. To suppress backgrounds where

muons are produced in semileptonic decays of heavy mesons in jets, a strict isolation

requirement is imposed, using the ratio of PF particle pT sums in a radius ∆R < 0.4,

with a correction for the pileup particle contribution given by the formula,

Iµ =
∑

∆R<0.4

ph
±

T +max

( ∑
∆R<0.4

ph
0

T +
∑

∆R<0.4

pγT − 1

2

∑
∆R<0.4

ph
±,PU

T , 0

)
, (6.1)

where h±,PU are PF charged hadrons not associated with the selected primary vertex

of the event. The factor of one half encodes the expected charged to neutral energy

ratio in a typical pileup jet, thereby subtracting the expected pileup contribution from

the neutral energy sums. In this analysis, muons are required to have Iµ/pµT < 0.15.

For the purpose of rejecting events with additional muons beyond those expected

in a given channel (see Section 7.4), a relaxed selection is used to veto events with

additional muons, where the identification requirement is that the PF muon is recon-

structed as a global or tracker muon (i.e. not a stand-alone muon), and the isolation

value is relaxed to Iµ/pµT < 0.25.

The sign of the muon charge is determined by the direction of curvature of the

muon track in the magnetic field, and the muon charge mis-assignment probability is

found to be negligible in both data and simulation [171].

The efficiency of muon reconstruction, identification, and isolation is measured in

data with the “Tag and Probe” technique [169], where a selection targeting events

with Z → µµ decays is made, but only considering one of the muon daughters (the

tag) so that the properties of the other muon daughter (the probe) can be evaluated

in an unbiased way. To do so, the tag muon is selected with requirements very

similar to the above identification, and additionally required to be a triggered muon,

i.e. it has sufficient energy and quality to pass a single muon trigger and cause the

event to be collected, as opposed to an event collected by a double muon trigger
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path, where both the tag and probe muon affect the data collection efficiency. Then,

general tracks in the event are each paired with the tag muon, and the invariant

mass is computed and placed in a histogram. Then, if the track is matched to

a fully identified muon, a “passing probe” histogram is filled. These histograms

are then fit to a Z boson line shape function plus a generic function to model the

combinatorial background from probe tracks that are not associated with the Z boson

resonance, to extract the number of probe muons from true Z boson decays passing

and failing the identification requirements. Thus, the efficiency of true muons to

pass the identification requirements is measured, with respect to the efficiency to

reconstruct a general track for true muons, which is measured independently to be

better than 99% for isolated muons with 1 < pT < 100GeV within the entire tracker

acceptance [160]. The same efficiency measurement procedure is also carried out

in simulation, and the simulation samples are re-weighted by the ratio of data and

simulation efficiencies per selected muon in the event. The typical magnitude of

these corrections is 1-3% for the dataset used in this analysis [167]. Fig. 6.3 shows

the efficiency of muon identification and isolation measured in data and simulation

for the dataset used in this analysis.

6.6.2 Electrons

Electrons selected as primary objects in this analysis are reconstructed by the particle

flow algorithm. However, they are not subjected to the multivariate discriminator

filtering of the PF event description but rather to identification criteria based on

observables related to the GSF track, the clustered calorimeter deposits, and the

track-cluster compatibility. The values of the various thresholds for the parameters

described below are summarized in Table 6.2. The GSF track and ECAL supercluster

positions are checked for compatibility via selections on |∆ηseed| and |∆φin|, which are,
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respectively, the difference between the GSF track η at the vertex and the η position of

the seed ECAL PF cluster that forms the supercluster, and the difference between the

φ value of the GSF track at the origin and the φ value of the supercluster. The track

and supercluster must also match well in energy, via a selection on |1/ESC− 1/pGSF|,

where ESC is the supercluster energy and pGSF is the total momentum of the GSF

track. To reject photon conversions, the track must have at most one missing hit in

the active regions of the pixel detector, and the track must not be associated with any

reconstructed conversion vertices. Hadrons are rejected by a selection on the ratio

of hadronic to electromagnetic energy deposits H/E that is a function of the energy

of the supercluster ESC and the median energy density in the event ρ, as computed

by averaging the PF particle energy distribution over the geometrical coverage of the

detector. The shower shape of the supercluster must be compatible with that of an

electron, via a selection on σiηiη, defined in a 5× 5 crystal region centered at the seed
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crystal of the seed cluster of the supercluster, as

σiηiη =

√∑
i∈5×5wi(iηi − īη5×5)

2∑
i∈5×5wi

,

wi = 4.7 + ln

(
Ei

E5×5

)
,

(6.2)

where Ei is the energy of the crystal, and iη is the integral value of the η position

of the crystal for barrel crystals, and is defined as iη =
√
ix2 + iy2 in the endcap,

where the crystal arrangement follows an x-y grid rather than an η-φ grid. Finally,

the electron is required to be isolated, where the isolation is defined as

Ie =
∑

∆R<0.3

ph
±

T +max

( ∑
∆R<0.3

ph
0

T +
∑

∆R<0.3

pγT − ρ · Aeff (|ηSC|), 0

)
, (6.3)

where Aeff (|ηSC|) is the effective area of the electron footprint, which, when multiplied

by the median energy density ρ, provides an estimate of the local pileup contribution

to the neutral energy sum. The specific values of the above selections are optimized

for signal efficiency and background rejection using simulated samples, separately for

barrel and endcap electrons, and several working points are defined. In this analysis,

the “medium” working point is used to select signal electrons, designed to target a

true electron identification efficiency of approximately 80%, and the “veto” working

point is used to reject events with additional electrons beyond those expected in a

given channel, targeting a true electron identification efficiency of 95%.

Due to the high probability of conversions and bremsstrahlung for electrons, the

sign of the electron charge is determined by a majority vote of three charge estimators:

the direction of curvature of the GSF track in the magnetic field, the direction of

curvature of the associated CTF track in the case that a hit is shared between the

two tracks, and the sign of the difference in φ between the vector joining the beam spot

to the supercluster position and the vector joining the beam spot to the first hit of the

electron GSF track. With this majority method, the electron charge mis-assignment
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Electron ID parameter Working point in barrel (endcaps)
Signal selection Veto selection

|∆ηseed| 0.00311 (0.00609) 0.00749 (0.00895)
∆φin 0.103 (0.045) 0.228 (0.213)
|1/ESC − 1/pGSF| 0.134 (0.13) 0.299 (0.15)
Missing inner track hits 1 1 (3)
Conversion veto Yes Yes
H/E 0.253 (0.0878) 0.356 (0.211)
σiηiη 0.00998 (0.0298) 0.0115 (0.037)
Ie/peT 0.0695 (0.0821) 0.175 (0.159)

Table 6.2: Threshold values for electron identification and isolation working points
used in this analysis, for the parameter definitions as described in Section 6.6.2. The
threshold value used in the endcap regions is shown in parenthesis, where it differs
from that of the barrel region.

probability is about a factor of 2 better than that of the GSF track curvature alone,

and is predicted in simulation to be 1.5% [165].

The efficiency of electron reconstruction, identification, and isolation is measured

in data with the same technique as for muons, exploiting the di-electron decay mode

of the Z boson. The efficiencies are found to be in good agreement between data

and simulation, with typical correction factors of order 1-5%, and compatible with

unity within the uncertainties of measurement [165]. Fig. 6.4 shows the efficiency of

electron GSF track reconstruction and identification measured in data and simulation

for the dataset used in this analysis.

6.6.3 Photons

Photons are not selected as primary objects in this analysis, however they do enter

into the pmiss
T calculation as PF photon objects, both isolated and non-isolated. The

efficiency of photon reconstruction is measured in data using Z → ee events where

the electron track is ignored and hence is reconstructed as a photon, as well as in

Z → µµγ events where a high-energy photon is emitted from the final state muon,
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Figure 6.4: The efficiency of the signal electron selection as measured in data and
simulation for this analysis. Left: electron GSF track reconstruction efficiency with
respect to reconstructed superclusters, as a function of supercluster η, for electrons
with pT > 25GeV. Right: electron identification efficiency with respect to recon-
structed electrons, as a function of electron pT for various |η| regions, for an electron
identification working point more restrictive than the one used in this analysis. (No
public plot is available for the working point used in this analysis.) Reproduced from
[173].

and is found to be well-modeled by simulation [174].

6.6.4 Jets

Jet objects are composite objects, made up of clusters of PF candidates. The ideal

clustering algorithm is designed with the intrinsic properties of parton showers (as

discussed in Section 5.5) in mind—in particular, it is desirable to be insensitive to the

infrared and collinear divergences present in the theoretical calculations of differential

cross sections for processes of interest. Several such algorithms have been identified

(a thorough review can be found in Ref. [175]), and the anti-kt algorithm [176] with

distance parameter R = 0.4 (hereafter, AK4) has emerged as the preferred choice

in recent years, due mainly to the fact that the jet boundaries are resilient to soft

radiation, and the consequences that follow, e.g. it produces jets with roughly conical
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catchment areas, which simplifies experimental calibration procedures. The choice

of distance parameter R = 0.4 is found to be a good compromise between dijet

mass resolution (preferring larger R for dijet resonances in the TeV range [175]) and

the amount of pileup particles captured (preferring smaller R.) The AK4 algorithm

can be described as follows: starting with all PF particles in the event, generate a

collection of pseudojets from the momenta of each particle and compute the distance

parameters dij between each pair of particles and diB between each particle and the

beam as follows,

dij = min(k−2
t,i , k

−2
t,j )

∆2
ij

R2
,

diB = k−2
t,i ,

(6.4)

where ∆2
ij = (yj − yi)

2+(φj −φi)
2, and kt,i, yi, and φi are respectively the transverse

momentum, rapidity, and azimuthal angle of pseudojet i. The distance parameters are

sorted, and if the smallest parameter is a dij, the pseudojets i and j are merged into a

pseudojet by summing their momenta, or if the smallest parameter is a diB, pseudojet

i is removed from consideration. Then, the procedure is repeated until no pseudojet

entities are left. The resulting particles that did not get merged are referred to as

unclustered particles, and the resulting pseudojets become the final jet collection. In

the implementation used for this analysis, the AK4 algorithm is slightly modified,

where any charged hadron that is not associated with the chosen primary vertex of

the event (h±,PU) is discarded prior to the clustering, referred to as the charged-

hadron subtraction (CHS) procedure [177]. Despite the fact that neutral particles

from pileup are still clustered, AK4 CHS jets are found to be more resilient to the

effects of pileup contributions [178]. The neutral pileup contribution to the jet energy

is corrected for by subtracting a local pileup contribution estimate based on the jet

area and the median energy density ρ [179]. Additional energy corrections are applied

to the jets used in this analysis to account for detector response and inefficiency, as
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measured in simulation by comparing jets formed by clustering stable (decay length

cτ > 1 cm) visible final state particles at generator level to the reconstructed jets;

and residual data to simulation discrepancies, as measured in data via techniques that

exploit the expected energy balance of dijet events [179]. The calibrated jet energy

scale uncertainty is better than 2.5% for jets with pT > 30GeV and |η| < 2.5 for the

dataset used in this analysis [180].

Jets used in this analysis are filtered to remove detector noise, via selections on the

multiplicity and energy fraction of the various PF candidate constituents, as true jets

are expected to contain multiple candidate species with no single species contributing

the entirety of the jet energy. The “loose” jet identification [178] used in this analysis

has better than 99% efficiency for true jets up to |η| < 3, and better than 95%

efficiency for forward jets, as measured in data via a tag and probe technique in dijet

events [178].

Jets originating from the hadronization of bottom quarks (b-jets) have a distin-

guishing characteristic: as many B mesons have relatively long lifetimes (e.g. cτ for

B± is 491µm [9]), the charged hadrons from the eventual decay of B mesons in a b-jet

will originate from a slightly displaced vertex. A dedicated b-tagging algorithm ana-

lyzes the PF charged hadron candidates in a given jet, and combines the information

of displaced tracks with information on secondary vertices (vertices with a position

not compatible with the beam spot, reconstructed using a dedicated algorithm re-

fitting all tracks in the event) associated with the jet using multivariate analysis

techniques to identify b-jets. Jets passing the multivariate discriminant threshold

are thus b-tagged, and the b-tagging working point used in this analysis achieves a

true b-jet tagging efficiency of 68% with a light flavor jet mis-tag efficiency of 1% for

jet kinematics typical of tt̄ events, as measured in data [181]. Events in simulation

are reweighted to correct for the residual data-to-simulation discrepancies in the b-
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jet tagging efficiency and light jet mis-tag efficiency, which are of order 1-5%, as a

function of the jet kinematics.

6.6.5 Tau leptons

Tau leptons decay primarily hadronically (65% of τ decays [9]), with the remainder

of decays to electrons or muons with two associated neutrinos. Hadronically decay-

ing tau leptons are reconstructed using the “Hadrons plus strips” algorithm [182].

Reconstruction is seeded by jets, where the PF candidate constituency of each jet

is checked for combinations which are consistent with one of four classes of τ decay

modes: one charged hadron h±; one charged hadron plus a reconstructed π0 decay

(a strip of PF e/γ objects, as the photons of π0 → γγ have a high probability to

convert in the tracker material), h±π0; one charged hadron plus two strips h±π0π0;

and three charged hadrons h±h±h∓. If the jet is identified to be compatible with one

of these decay modes, and if the pT sum of PF charged hadrons, neutral hadrons, and

photons within a radius ∆R < 0.5 of the jet is less than 5GeV, the jet is tagged as a

hadronic tau object in this analysis. The visible energy of the hadronic tau decay is

measured within 1-2% [183].

6.6.6 Missing transverse momentum

The missing transverse momentum vector ~pmiss
T , and its associated magnitude pmiss

T ,

is constructed from the negative vectorial sum of all PF candidates reconstructed in

a event,

~pmiss
T = −

∑
i∈{h±,h0,e,µ,γ,h±,PU}

~pT,i. (6.5)

Charged hadrons associated with pileup primary vertices (h±,PU) are included in the

sum due to the fact that typical pileup collisions will have little to no genuine pmiss
T ,
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and hence, excluding the charged energy deposits while retaining the neutral energy

deposits from pileup biases the energy balance and creates an anomalous pmiss
T that is

found to be more significant than the additional stochastic contribution to pmiss
T due

to the energy resolution of these charged hadrons. The effect of jet energy corrections

is propagated to ~pmiss
T for all reconstructed jets with pT > 15GeV and passing loose

identification criteria, by adding the uncalibrated jet ~pT and then subtracting the

calibrated jet ~pT,

Corrected ~pmiss
T = ~pmiss

T +
∑
j∈jets

~pT,j − ~p corr
T,j . (6.6)

The pmiss
T resolution is improved by the propagation of these jet energy corrections

[184, 185].

The resolution of ~pmiss
T is measured in data by analyzing distributions of the recoil

variable ~uT in Z boson events, where recoil is defined by the relation

~uT + ~pmiss
T + ~pT(Z) = 0.

The recoil is divided into two components: u|| is the magnitude of the recoil vector

projected along the axis defined by the Z boson transverse momentum, and u⊥ the

magnitude of the corresponding orthogonal component in the transverse plane. In

events where a Z boson and no genuine pmiss
T is produced, u||/pT(Z) is expected to

be unity, and u⊥ zero. The width of the core of the distributions of these variables

characterizes the resolution of the ~pmiss
T , as, although the tails of these distributions

are populated preferentially by events with true pmiss
T (they are in fact very close to

the signal region definitions of this analysis), the core is dominated by the expected

events due to the very large cross section for Z boson production relative to that

of processes with genuine pmiss
T . For the dataset used in this analysis: the response

u||/pT(Z) is within 2% of unity for pT(Z) > 50GeV, and data and simulation agree



99

to within a similar magnitude; the resolution of u|| is about 25GeV, with mild pT(Z)

dependence; and the resolution of u⊥ is 22GeV [185]. For all resolution variables, a

strong dependence on the number of pileup vertices in the event is observed, where

the values reported here are averaged over the pileup distribution of data used in this

analysis.

Several sources of anomalous high-pmiss
T events have been identified in data, origi-

nating from deficiencies in the detector and reconstruction algorithms, and dedicated

pmiss
T filters remove events with these anomalies from consideration. The filters ap-

plied in this analysis exclude events where: a significant energy deposit is located in

a region of ECAL with faulty readout and the local reconstruction recovery of energy

using the trigger primitive readout uses a trigger primitive that is saturated, thus the

ECAL energy in this region is undermeasured by an unknown amount; a significant

anomalous energy deposit is found in an isolated HCAL channel due to noise from

high-voltage discharges in the hybrid photodiodes; a significant anomalous energy de-

posit is found in a region of HCAL consistent with originating from a single readout

box, due to electronics noise; a pattern of energy deposits in the CSCs as well as the

calorimeters that is consistent with a high-energy muon traversing the detector in the

plane of the beam line, as caused by beam halo muons that are produced from colli-

sions of beam particles with material far away from the interaction point; identified

edge cases of the particle flow reconstruction where a poor quality and high pT false

muon track is promoted to a PF muon or charged hadron; or ECAL superclusters

are found to be formed from energy deposits consistent with spurious noise signals in

single crystals. These filters are applied also to simulation samples, where, as none

of the above anomalies are simulated, the efficiency of filtering is found to be over

99.9% [185].
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Chapter 7

Analysis strategy

7.1 Overview

The `` + pmiss
T final state is formed by selecting events which contain two opposite-

charged same-flavor reconstructed light lepton objects (i.e. e+e− or µ+µ−), and form-

ing a composite candidate object with the summed momentum vector of these two

leptons, which represents the Z boson candidate. Selections are then applied on

variables constructed from the kinematics of the Z boson candidate, its constituent

leptons, and the pmiss
T of the event, as well as on other primary objects in the event,

defining the signal region (SR). Backgrounds in the signal region are estimated via

both simulation and control regions (CRs) in data, and systematic uncertainties are

assigned to the estimates of both signal and background yields in the SR and the

various CRs. A statistical model is formed from these background estimates and

their uncertainties, which is then used to quantify the level of agreement between

the observed data and the expectation in the background-only and the signal plus

background hypotheses.
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7.2 Background composition

Several Standard Model (SM) processes can produce the ``+pmiss
T final state. A brief

overview of the relative contribution of these backgrounds in the signal region is given

below.

As discussed in Section 2.3, the main irreducible background in this analysis is the

SM ZZ → 2`2ν process, which contributes approximately 60% of the total expected

background yield after the full selection. As discussed in Section 5.4, the simulation

of this process is corrected to the best available computations. The final estimate of

this background utilizes a data control region, explained in Section 7.5.2.

The subleading background in this analysis is the WZ → `ν`` process, where

the lepton from the W boson decay is not identified either because it fails the lepton

identification requirements, or because it falls outside the detector acceptance or kine-

matic selections. This process contributes approximately 25% of the total expected

background yield after the full selection. The kinematic distributions (e.g. pT of the

Z boson candidate, pmiss
T ) are similar to those of the ZZ background, and the final

estimate of this background utilizes a data control region, explained in Section 7.5.1.

A significant background in this analysis comes from nonresonant processes, where

the reconstructed Z boson candidate is not a true Z boson, but rather a chance

combination of opposite-charged same-flavor leptons in the same event which happens

to have an invariant mass near that of the Z boson. The source of light leptons is

almost exclusively from processes involving production of two W bosons, as light

leptons originating from misreconstruction or misidentification, e.g. leptons produced

from meson decays in jets which manage to pass the isolation requirements, are

well suppressed by the identification requirements described in Section 6.6. Two

such nonresonant processes each contribute about 5% to the signal region after full
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selection: top production, either tt̄ pair production or tW associated production,

where the top quark decays almost exclusively [9] to a W boson and a b quark;

and WW diboson production, where both W bosons decay to light leptons. Small

contributions from single top quark events produced via s- and t-channel processes,

and Z → ττ events in which τ leptons decay into light leptons and neutrinos are

also considered as part of the nonresonant background (NRB). The gg → H(→ WW)

process has similar topology to continuum WW production but makes a negligible

contribution after the full selection. The final estimate of the contribution of this

background uses a data control region, explained in Section 7.6.

Drell–Yan (DY) production, Z → ``, has a very large total cross section, and al-

though it has little to no genuine pmiss
T (only via neutrino production in heavy meson

decays), it can produce events with large pmiss
T caused mainly by jet energy mismea-

surement and detector acceptance effects. The DY process amounts to approximately

5% of the total background. The final estimate of the contribution of this background

uses a data control region, explained in Section 7.7.

Additional background sources include triboson processes, top plus Z boson pro-

duction, and diboson production where the reconstructed final state differs from the

true final state. All of these processes have a small fiducial cross section, and con-

tribute less than 2% of the total background after the full selection. The final estimate

of the contribution of these backgrounds is taken directly from simulation, generated

as described in Section 5.3. The leading contributions to this background category

are: Zγ → 2`γ, ZZ → 4`, WZZ (inclusive of final states), WWZ inclusive, ZZZ

inclusive, and tZq inclusive.

The SM process Z(→ ``)H(→ ZZ → 4ν), which is a subset of the ZH(inv.) signal

and accounts for 0.1% of SM Higgs boson decays, is not considered as a background

due to its negligible contribution to the signal region.
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7.3 Event collection

Events are collected using a combination of several trigger paths to maximize the

trigger efficiency. For Z → ee events, a dielectron trigger with pT > 23GeV for the

leading electron and pT > 12GeV for the subleading electron captures the majority

of events. A combination of single-electron triggers recovers residual inefficiencies,

with pT thresholds of 25GeV for electrons in |η| < 2.1 and 27GeV for electrons in the

full η acceptance. All of the above trigger paths include isolation requirements, so to

recover any inefficiency due to deficiencies in the L1 or HLT isolation algorithms, and

also for the case where the Z boson has a very high momentum and hence its daughter

electrons are collimated and spoil each others’ isolations, a single electron trigger with

no isolation requirements and a pT threshold of 115GeV is also employed. For Z → µµ

events, an isolated dimuon trigger with thresholds of pT > 17GeV for the leading and

8GeV for the subleading muon captures the majority of events. An isolated single

muon trigger with pT > 24GeV, as well as one with no isolation requirement and a

pT threshold of 50GeV, is used to recover residual inefficiencies in the collection of

events.

The efficiency of this trigger strategy is measured in data by utilizing a reference

trigger. Events are collected using a prescaled single lepton reference trigger with

relaxed requirements, such that it has a very high efficiency with respect to events

selected by the trigger combination. In this way, the efficiency of the trigger combi-

nation can be evaluated with respect to that of the reference trigger with minimal

bias. The reference trigger efficiency can be measured separately using the tag and

probe technique (Section 6.6.1). The efficiency of the trigger combination can then

be expressed

εtrig.(p
`1
T , p

`2
T ) =

[
1− (1− εref(p

`1
T ))(1− εref(p

`2
T ))
]
· εcomb.|ref(p

`1
T , p

`2
T ), (7.1)
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Figure 7.1: Trigger efficiency in data and simulation, as a function of subleading
lepton pT, for dielectron (left) and dimuon (right) candidates selected in this analysis,
with |m`` −mZ| < 15GeV and p ``

T > 60GeV.

where p`1T and p`2T are the transverse momenta of the reconstructed leading and sub-

leading lepton, respectively. The efficiency calculation can be made differential also

in lepton pseudorapidity, as inefficiencies are typically localized near detector element

boundaries; however, as the reference triggers are typically heavily prescaled, there is

not sufficient data statistics to effectively probe these effects. The trigger efficiency in

simulation is evaluated directly via the second term of Eqn. 7.1, as no observational

bias in the event collection is present in simulation. The measured efficiency in data

and simulation is shown for dielectron and dimuon events in Fig. 7.1 as a function

of p`2T (averaged over p`1T ), with respect to the selection of a reconstructed dilepton

pair with invariant mass within 15GeV of the Z boson mass (mZ = 91.1876GeV [9])

and a transverse momentum p ``
T > 60GeV, which is a subset of the final selection

requirements of this analysis. The simulation is found to model the trigger efficiency

correctly, within the uncertainty of this measurement.
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7.4 Event selection

Events are required to have exactly two (N` = 2) well-identified, isolated leptons of

the same flavor and opposite electric charge (e+e− or µ+µ−). The leading electron

(muon) of the pair must have pT > 25 (20)GeV, while pT > 20GeV is required

for the subleading lepton, so that the reconstructed objects have a transverse mo-

mentum a bit higher than the trigger threshold to avoid effects of trigger object pT

resolution. Distributions of m`` and p ``
T are shown in Fig. 7.2 with only the lepton

kinematic selections applied. In Fig. 7.3, the same distributions are shown after the

final selections are applied in the analysis but ignoring the selection requirement of

the variable shown, called n−1 distributions, which show the exclusive effect of these

selections. The n − 1 distributions shown in this section are prior to the maximum

likelihood fit (Section 7.8), and uncertainties in these distributions represent only the

finite statistics of both data and simulation, ignoring systematic effects (Section 7.9).

Hence, only qualitative statements about the level of agreement between data and

simulation in these distributions can be made. The dilepton invariant mass (m``) is

required to be within 15GeV of the established Z boson mass mZ, which rejects the

bulk of the nonresonant background. The dilepton transverse momentum (p ``
T ) must

be larger than 60GeV, which rejects the bulk of the Z → `` background initially, but

has no exclusive effect after the combination of the pmiss
T and pmiss

T balance selections,

which are discussed later in this section.

Little hadronic activity is expected in the signal events because to leading order

(LO) the final state does not contain any jets. To remove backgrounds with jets in

the final state, such as tt̄ production, events having more than one jet with pT >

30 GeV are rejected. The top quark background is further suppressed by applying a

b jet veto: events with at least one b-tagged jet (as described in Section 6.6.4) with
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Figure 7.2: Reconstructed Z boson candidate invariant mass (m``, left) and trans-
verse momentum after the selection |m`` − mZ| < 15GeV (right) for the sum of
dielectron and dimuon events collected in data as well as the expected event counts
from simulation. Selections on the lepton candidates are as described in the text.
Error bands indicate statistical uncertainties only.
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Figure 7.3: Distributions showing the exclusive effect of the selections |m`` −mZ| <
15GeV (left) and p ``

T > 60GeV (right), after all other selections are applied, for the
sum of dielectron and dimuon events collected in data as well as the expected event
counts from simulation. Error bands indicate statistical uncertainties only.
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Figure 7.4: Distributions showing the exclusive effect of the selections on the number
of jets (less than 2, top left), number of b-tagged jets (less than 1, top right), and
number of τh candidates (less than 1, bottom) after all other selections are applied,
for the sum of dielectron and dimuon events collected in data as well as the expected
event counts from simulation. Error bands indicate statistical uncertainties only.

pT > 20GeV reconstructed within the tracker acceptance, |η| < 2.4, are removed. To

reduce the WZ background in which both bosons decay leptonically, as well as other

backgrounds containing extra leptons (e.g. ZZ → 4`), events containing additional

electrons (muons) with pT > 10 (5)GeV and events with hadronically decaying τ

leptons (τh) with pT > 18GeV are removed. Fig. 7.4 shows the jet, b-tagged jet, and

τ multiplicity n− 1 distributions.
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The event selection is then optimized using three variables: the pmiss
T , the az-

imuthal angle formed between the dilepton pT and the missing transverse momentum

vector, ∆φ(~p ``
T , ~p

miss
T ), and the pmiss

T -p ``
T balance ratio, |pmiss

T − p ``
T |/p ``

T . These vari-

ables are powerful in suppressing reducible background processes, such as DY and

top quark production. The selection criteria applied to these variables are optimized

in order to obtain the best expected signal sensitivity for a wide range of DM pa-

rameters that are considered. For each possible set of selections, the full analysis is

repeated, including the estimation of backgrounds from control samples in data and

the systematic uncertainties. The final selection criteria obtained after optimization

are: pmiss
T > 100GeV, ∆φ(~p ``

T , ~p
miss
T ) > 2.6 rad, and |pmiss

T − p ``
T |/p ``

T < 0.4. Fig. 7.5

shows the n− 1 distributions of these variables.

To avoid positive biases in the pmiss
T calculation due to jet mismeasurement, in

events with one jet a threshold is applied on the azimuthal angle between this jet

and the missing transverse momentum, ∆φ(~p j
T, ~p

miss
T ) > 0.5 rad. To reduce the con-

tribution from nonresonant backgrounds such as WW and tt̄, a requirement on the

distance between the two leptons in the (η, φ) plane, ∆R`` < 1.8, is applied. Fig. 7.6

shows the n− 1 distributions of these variables.

The signal extraction strategy is based on a maximum likelihood fit (Section 7.8)

to the pmiss
T spectrum in data after applying the above selection criteria defining

the signal region. The pmiss
T variable shows the strongest signal separation from the

background, with p ``
T the second most powerful variable, while the other selection

variables give similar distributions for signal and irreducible background processes,

as can be inferred from the n − 1 distribution figures. A summary of the selection

criteria for the SR is given in Table 7.1. The number of data events remaining after

each selection, as well as the expected event counts from simulation, are listed in

Table 7.2.
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Figure 7.5: Distributions showing the exclusive effect of the selections pmiss
T >

100GeV (top left), ∆φ(~p ``
T , ~p

miss
T ) > 2.6 rad (top right), and |pmiss

T − p ``
T |/p ``

T < 0.4
(bottom) after all other selections are applied, for the sum of dielectron and dimuon
events collected in data as well as the expected event counts from simulation. Error
bands indicate statistical uncertainties only.
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Figure 7.6: Distributions showing the exclusive effect of the selections
∆φ(~p j

T, ~p
miss
T ) > 0.5 and ∆R`` < 1.8 after all other selections are applied, for the

sum of dielectron and dimuon events collected in data as well as the expected event
counts from simulation. Error bands indicate statistical uncertainties only.

Selection Requirement Reject
N` =2 WZ, triboson

p`T
>25/20GeV for electrons

QCD
>20GeV for muons

Z boson mass |m`` −mZ| < 15GeV WW, top quark
p ``
T >60GeV DY

Jet counting ≤1 jet with p j
T > 30GeV DY, top quark, triboson

b tagging veto 0 b-tagged jets with pjT > 20GeV Top quark, triboson
τ lepton veto 0 τh cand. with pτT > 18GeV WZ
pmiss
T >100GeV DY, WW, top quark
∆φ(~p ``

T , ~p
miss
T ) >2.6 rad DY

|pmiss
T − p ``

T |/p ``
T <0.4 DY

∆φ(~p j
T, ~p

miss
T ) >0.5 rad DY, WZ

∆R`` <1.8 WW, top quark

Table 7.1: Summary of the kinematic selections for the signal region.
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7.5 Diboson background estimation

The ZZ and WZ processes contribute to the SR via the ZZ → ``νν and WZ → `ν``

decay modes, respectively, where the decay products of one boson are not detected.

The background estimate for these processes is improved by selecting control regions

with alternative decay modes that not only provide a normalization based on CRs

in data, but also probe the pT distribution of this lost boson via measurement of

the pT of a proxy boson in the CR where its decay products are detected, as the

pT distribution of the boson is expected to be independent of the decay mode. In

this way, the pmiss
T spectra of these processes are constrained with respect to their

theoretical predictions.

The ability of the simulation to correctly model the lost-boson rapidity is impor-

tant, as the SR rapidity acceptance of the lost boson is necessarily larger than the

rapidity acceptance of the proxy boson in each CR, due to the fact that the visible

decay products of the proxy boson in the CR must be inside the detector acceptance.

The impact of possible data-to-simulation discrepancies in the high-rapidity portion

of diboson background in the SR is suppressed by the fact that, as measured in sim-

ulation, the majority of the WZ and ZZ contamination in the SR is comprised of

events where the lost boson is within the rapidity range of the CRs. The transverse

momentum and rapidity distributions of the lost boson in the SR and of the proxy

boson in the corresponding CR are shown for simulated WZ and ZZ events in Fig. 7.7.

In addition, the proxy boson rapidity distributions in the CRs (or its visible lepton,

in the case of the WZ CR) show a good agreement between data and simulation, as

shown in Figs. 7.8 and 7.10.
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Figure 7.7: Transverse momentum (pT, top) and rapidity (|y|, bottom) distributions
of the lost boson in the signal region and of the proxy boson in the corresponding
control region for simulated WZ events (left) and ZZ events (right), showing that the
control regions probe a kinematic phase space similar to that of the corresponding
background process in the signal region.
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7.5.1 The WZ control region

The WZ control region is formed from events with three well-reconstructed charged

leptons. In this case, the CR is populated by events with the same decay mode as

the SR, but no leptons are lost to identification or acceptance requirements. A Z

boson candidate is selected in the same manner as for the SR, and an additional

electron or muon, with identical quality requirements as applied to the leptons in

the SR, is required. To enhance the purity of the WZ selection, pmiss
T of at least

30GeV is required, the invariant mass of three leptons is required to be larger than

100GeV, and the invariant masses of all opposite-sign, same-flavor lepton pairs are

required to be larger than 4GeV. Backgrounds in this CR are similar to those in the

SR, dominated by nonprompt background from the Z + jets process where a jet is

misidentified as a lepton (typically that of the W boson decay due to the Z boson

mass constraint), which accounts for about 10% of the CR yield, and the Z(``)γ

process where the photon is misidentified as an electron (primarily via conversions),

which accounts for about 5% of the CR yield. All background estimates for this CR

are taken from simulation.

The W boson pT (“emulated pmiss
T ”) is estimated by calculating the vectorial sum

of the ~pmiss
T vector and the transverse momentum vector (~pT) of the third charged

lepton. In simulation, the majority (over 70%) of WZ background contamination in

the signal region originates from events where over 90% of the W boson transverse

momentum is carried by one or more neutrinos from the W boson decay. Thus, the

majority of the W boson rapidity distribution in the SR is central, although it is less

central than in the WZ CR. Neither the SR nor the WZ CR topology can probe the

W boson rapidity directly. However, for the WZ CR, good agreement between data

and simulation in the third lepton pseudorapidity distributions is observed, as shown

in Fig. 7.8, left.
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Figure 7.8: Pseudorapidity of the third lepton (left) and pmiss
T (right) distributions in

the WZ control region, for events collected in data as well as the expected event counts
from simulation. For the pmiss

T distribution, all control region selections are applied
other than the requirement that pmiss

T > 30GeV. Error bands indicate statistical
uncertainties only.

A minor source of WZ background contamination in the SR originates from events

where the visible lepton from a W boson decay failed identification requirements.

Data-to-simulation discrepancies in this contribution would also manifest in the mea-

sured WZ CR pmiss
T distributions, for which no such mismodeling effects are evident,

as shown in Fig. 7.8, right.

Using the emulated pmiss
T in place of the reconstructed pmiss

T , the same selection is

applied as for the SR. However, since there is no danger of CR contamination from

WZ → τν`` or top quark backgrounds, no veto on additional τh or b jet candidates

is applied. The resulting emulated pmiss
T spectrum is shown in Fig. 7.9 (top left),

showing good agreement between data and simulation. No data is observed in this

CR for emulated pmiss
T > 500GeV, which is compatible (p = 0.17, considering only

statistical uncertainties) with the expectation from simulation of 1.8 events.
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Figure 7.9: Emulated pmiss
T distributions in data and simulation for the WZ → 3`ν

(top left) and ZZ → 4` (top right) control regions, and the ratio between both
distributions (bottom). No events are observed with emulated pmiss

T > 500GeV in
either control region. Uncertainty bands correspond to the combined statistical and
systematic components.
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Figure 7.10: Rapidity distributions of the proxy Z boson in the ZZ control region, for
events collected in data as well as the expected event counts from simulation. Error
bands indicate statistical uncertainties only.

7.5.2 The ZZ control region

The ZZ control region is formed from events with four well-reconstructed charged

leptons. In addition to a signal-like Z boson candidate, a second Z boson candidate is

required, the constituents of which only need to pass relaxed lepton quality require-

ments, namely those used to veto additional leptons in the SR. This choice reflects

the very high purity of the four-lepton selection. For both Z boson candidates, the

same mass constraint as in the SR is applied. Backgrounds, dominated by triboson

processes, are almost negligible in this CR and are taken from simulation.

Similar to the WZ case, the emulated pmiss
T is calculated as the vectorial sum of the

~pmiss
T and the ~pT of the Z boson with the larger mass difference to the nominal value

of mZ of the two Z bosons identified in the event. The choice of which Z boson to

use as a proxy for an invisibly decaying one does not significantly alter the emulated

pmiss
T spectrum. In this CR, the rapidity of the proxy boson is observable, for which

good agreement between data and simulation is found, as shown in Fig. 7.10.
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The same selection as in the SR is then applied using the emulated pmiss
T in place

of the reconstructed pmiss
T , with the exception of the τ lepton and b jet vetoes. The

resulting emulated pmiss
T spectrum is shown in Fig. 7.9 (top right), showing good

agreement between data and simulation. No data is observed in this CR for em-

ulated pmiss
T > 350GeV, which is compatible (p = 0.2, considering only statistical

uncertainties) with the expectation from simulation of 1.6 events.

7.5.3 VV differential distributions

Due to a limited event count in the ZZ control region, the normalizations of the

WZ and ZZ processes in the WZ and ZZ CRs and the SR are controlled by a single

free parameter (µV V in Eqn. 7.2) in the maximum likelihood fit, with their relative

normalizations fixed by the theoretical predictions for the WZ and ZZ processes in

each pmiss
T bin. The predictions for these processes are obtained from fully recon-

structed simulated events generated as described in Chapter 5 with the higher-order

corrections described in Section 5.4 applied.

The product of the magnitudes of the NLO EW corrections and the inclusive NLO

QCD corrections [136] are used as an estimate of the missing NLO EW×NLO QCD

contribution, which is not used as a correction, but rather assigned as an uncertainty.

The uncertainties in the WZ and ZZ EW corrections are assumed to be anticorre-

lated as a conservative measure. The uncertainty associated with the NNLO QCD

corrections for both processes is represented by the QCD scale variation uncertainties

evaluated on the NLO QCD simulation sample for the respective process, as described

in Section 7.9. Figure 7.9 (bottom) shows the ratio of ZZ to WZ CR yields per em-

ulated pmiss
T bin, which probes the validity of taking the relative normalizations from

simulation. Good agreement is observed between data and simulation.
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7.6 Nonresonant background estimation

The contribution of the nonresonant backgrounds is estimated from a CR based

on events with two leptons of different flavor (e±µ∓) that pass all other analysis

selections. Nonresonant background consists mainly of leptonic W boson decays in

tt̄, tW, and WW events, where the dilepton mass happens to fall inside the Z boson

mass window. Small contributions from single top quark events produced via s- and

t-channel processes, and Z → ττ events in which τ leptons decay into light leptons

and neutrinos are also considered in the NRB estimation.

The method assumes lepton flavor symmetry in the final states of these processes.

Since the leptonic decay branching fraction to the ee, µµ, and eµ final states from

NRB are 1:1:2, the eµ events selected inside the Z boson mass window can be extrap-

olated to the ee and µµ channels. To account for differences in efficiency for electrons

and muons, a correction factor kee is derived by comparing the NRB yields for the ee

and µµ channels:

kee =
εe
εµ

=

√
N ee

NRB

Nµµ
NRB

under the assumption that there are no efficiency correlations between the two lep-

tons. In simulation, kee is found to be about 0.88 for the final selection. With this

correction factor, the relation between the NRB yields in the SR and CR is:

N ``
NRB =

1

2

(
kee +

1

kee

)
N eµ

NRB.

The ratio of the NRB contributions in the SR and CR is fixed by this relation. Their

normalization is controlled by a common scaling parameter that is left to float in the

maximum likelihood fit. Perturbations in the predicted transfer factor due to data-to-

simulation discrepancies in kee are suppressed upon summing the ee + µµ channels.

The uncertainty in the transfer factor is set conservatively to 20%, based on the
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Figure 7.11: Observed and expected yields of eµ events in the nonresonant back-
ground control region. Uncertainty bands correspond to the combined statistical and
systematic components.

observed variation in its value in simulation as each successive selection defining the

SR is applied. The observed and expected yields of eµ events is shown in Fig. 7.11.

7.7 Drell–Yan background estimation

The DY background is dominant in the region of low pmiss
T . This process does not

typically produce undetectable particles with significant transverse momentum, apart

from rare semileptonic decays of heavy mesons in jets that may produce high pT

neutrinos, therefore any nonzero pmiss
T arises from the limited detector acceptance

and mismeasurement.

The estimation of this background uses simulated DY events, for which the nor-

malization is taken from data in a sideband CR of 50 ≤ pmiss
T ≤ 100GeV, with all

other selections applied. Two control regions (where a larger DY background con-

tribution is expected) are formed by omitting the selection on ∆φ(~p j
T, ~p

miss
T ) and,

respectively, inverting the selections on ∆φ(~p ``
T , ~p

miss
T ) and on the pmiss

T balance vari-



120

able. For each control region, the distribution of the ratio of the nominal particle flow

pmiss
T (Section 6.6.6) and a pmiss

T variable constructed only from calorimeter informa-

tion1, |pmiss
T − pmiss,calo

T |/pmiss
T , is shown in Fig. 7.12 (left). This variable is sensitive to

mis-modeling of the charged to neutral hadron ratio in jets and the underlying event,

as well as the response of particle flow reconstruction to this ratio. Additionally, for

events containing a jet, the distribution of ∆φ(~p j
T, ~p

miss
T ) is shown in Fig. 7.12 (right).

In these control regions, the simulation is found to model the data well.

The sideband CR is included in the maximum likelihood fit, for which the nor-

malization factor is found to be consistent with unity, and a 100% uncertainty is

assigned to the resulting DY estimate in order to cover the extrapolation from this

CR to the SR. This uncertainty has little effect on the results owing to the small

overall contribution from the DY process in the high-pmiss
T SR of this analysis.

1Muon tracks are also considered in calo pmiss
T
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Figure 7.12: Distributions of the ratio of the nominal particle flow pmiss
T and a

pmiss
T variable constructed only from calorimeter information (|pmiss

T − pmiss,calo
T |/pmiss

T ,
left) and of ∆φ(~p j

T, ~p
miss
T ) (right), for two control regions constructed from the SR by

omitting the selection on ∆φ(~p j
T, ~p

miss
T ) and inverting the selection on ∆φ(~p ``

T , ~p
miss
T )

(top) or on |pmiss
T − p ``

T |/p ``
T (bottom), for events collected in data as well as the

expected event counts from simulation. Error bands indicate statistical uncertainties
only.
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Selection
Event yield

ZZ WZ NRB Other DY Total bkg. ZH(inv.) Vector DM Data
e+e− or µ+µ− 5269.5± 1.6 7663.2± 8.4 430700± 330 307240± 340 37017000± 13000 37768000± 13000 861.3± 3.9 295.3± 5.4 38879200± 6200
Z boson mass 4868.0± 1.5 5904.2± 7.4 78210± 100 172090± 250 33941000± 12000 34202000± 12000 816.9± 3.8 281.8± 5.3 34788900± 5900
p ``
T 1968.39± 0.97 2569.6± 4.9 35866± 53 48520± 130 2321900± 3300 2410800± 3300 580.9± 3.1 229.8± 4.8 2430800± 1600
Jet counting 1620.02± 0.88 1466.5± 3.7 8514± 32 19590± 90 1376500± 2500 1407700± 2500 453.7± 2.8 184.4± 4.2 1446100± 1200
b tagging veto 1591.33± 0.87 1433.1± 3.6 4544± 27 18255± 87 1290500± 2400 1316300± 2400 446.8± 2.8 182.5± 4.2 1361400± 1200
τ lepton veto 1572.97± 0.87 1258.5± 3.4 4463± 27 17648± 86 1261600± 2400 1286500± 2400 442.0± 2.8 180.4± 4.1 1328100± 1200
pmiss
T 624.67± 0.54 332.5± 1.7 727.1± 9.5 44.2± 3.3 771± 51 2499± 52 278.4± 2.2 126.7± 3.5 2473± 50
∆φ(~p ``

T , ~p
miss
T ) 553.42± 0.51 252.5± 1.5 348.6± 6.6 31.6± 2.6 318± 30 1504± 31 252.2± 2.1 114.3± 3.4 1602± 40

|pmiss
T − p ``

T |/p ``
T 448.58± 0.46 196.9± 1.3 176.9± 4.7 20.3± 2.2 173± 21 1015± 22 223.0± 2.0 100.0± 3.2 1107± 33

∆φ(~p j
T, ~p

miss
T ) 431.80± 0.45 179.8± 1.3 166.2± 4.6 16.5± 1.7 38± 11 833± 12 215.1± 1.9 96.0± 3.1 910± 30

∆R`` 370.79± 0.42 153.5± 1.2 66.6± 2.8 15.3± 1.6 23.8± 8.3 629.9± 9.0 202.2± 1.9 90.4± 3.0 694± 26

Table 7.2: The number of events remaining after each selection, applied in the order
specified, for data and simulated events. Simulated events are classified according to
the background categories as described in Section 7.2. Yields for two example signal
models are included: the ZH(inv.) model with mH = 125GeV, and the vector dark
matter model, generated with mmed = 500GeV and mDM = 50GeV. Uncertainties
include only the statistical component.
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7.8 Likelihood model for signal extraction

The signal extraction strategy is based on a binned maximum likelihood fit to the

pmiss
T spectrum of data in the SR as well as to the pmiss

T spectrum of data in the

WZ and ZZ control regions, and the two single-bin control regions for nonresonant

and Drell–Yan background normalizations. There is no significant difference between

the dielectron and dimuon channels in terms of signal-to-background ratio, and the

systematic uncertainties due to the finite size of the simulation samples would be

inflated if the channels were treated separately in the likelihood model, hence both

are treated together when obtaining the final results. The likelihood L is constructed

as follows:

L =
∏
i

P
(
N2`

obs,i

∣∣µDYN
2`
DY,i(θ) + µNRBN

2`
NRB,i(θ) +N2`

other,i(θ)

+µV V (N
2`
ZZ,i(θ) +N2`

WZ,i(θ)) + µN2`
Sig,i(θ)

)
×
∏
i

P
(
N3`

obs,i

∣∣N3`
other,i(θ) + µV VN

3`
WZ,i(θ)

)
×
∏
i

P
(
N4`

obs,i

∣∣N4`
other,i(θ) + µV VN

4`
ZZ,i(θ)

)
× P

(
N eµ

obs

∣∣µNRBN
eµ
NRB(θ) +N eµ

other(θ)
)

× P
(
NDY sb

obs

∣∣µDYN
DY sb
DY (θ) + µNRBN

DY sb
NRB (θ) +NDY sb

other (θ)

+µV V (N
DY sb
ZZ (θ) +NDY sb

WZ (θ)) + µNDY sb
Sig (θ)

)
× e−|θ|2/2,

(7.2)

where P(N |λ) is the Poisson probability, µ is the signal strength, µV V is the diboson

process normalization, µDY is the Drell-Yan normalization, µNRB is the nonresonant

background normalization, N2`
x is the MC prediction for the yield of process x in the

signal region, N3`
x is the MC prediction for the yield of process x in the WZ control

region, N4`
x is the MC prediction for the yield of process x in the ZZ control region,

N eµ
x is the MC prediction for the yield of process x in the NRB control region, NDY sb

x
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is the MC prediction for the yield of process x in the Drell–Yan sideband control

region, and θ are nuisance parameters of the model representing the systematic un-

certainties described in Section 7.9. These nuisance parameters modify either the

per-bin predictions or the overall normalization of the processes which are affected

by a given uncertainty. In the case of modifications to per-bin predictions, the uncer-

tainty is referred to as a shape uncertainty. All nuisance parameters are assigned a

prior probability density function, such that the likelihood receives a penalty term if

the parameters are shifted away from the nominal value, i.e. θi 6= 0. In this analysis,

the nuisance parameters represent uncertainties on multiplicative corrections to the

simulation, so the priors are chosen to be log-normal distributed. The yield for pro-

cess x is modified from its nominal value N̂x as a function of the nuisance parameter

θi as:

Nx(θi) = N̂x(1 + ∆iNx/N̂x)
θi ,

where ∆iNx is the change in the yield Nx caused by a one standard deviation (1σ)

shift of the values of parameters in simulation that are influenced by the uncertainty i.

Typically, the ∆N corresponding to positive and negative 1σ shifts are not equal, in

which case a second-order continuous function is constructed to smoothly interpolate

between the nominal and ±1σ shifted values [186].

The likelihood of Eqn. 7.2 is maximized (or rather, − lnL is minimized) with re-

spect to the parameters {µ, µV V , µDY , µNRB, θi} using the Minuit2 software package

[187] in the RooFit framework [188]. The resulting yields in simulation are referred

to as post-fit yields. All figures and tables in this section other than Figs. 7.9 and

7.11 display pre-fit yields, i.e. before this minimization is performed. All figures and

tables in Chapter 8 display post-fit yields.

This minimization procedure also defines a posterior probability density function

for all nuisance parameters (all parameters except µ), from which upper limits on
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a given signal model’s signal strength can be computed using the CLs technique

[189, 190]. This method can also be applied to calculate the significance of a data

excess; however, as will be shown in Chapter 8, this will not be necessary in this

analysis. The technique is summarized as follows:

• Define a test statistic q for a given hypothesized signal strength µ using the

likelihood function,

qµ =


L(µ, ˆ̂θ)
L(µ̂, θ̂)

µ̂ ≤ µ

0 µ̂ > µ

(7.3)

where µ̂ and θ̂ are the values of the signal strength and nuisance parameters

(now including µV V , µDY , . . .) that maximize L, and ˆ̂
θ are the values of the

nuisance parameters that maximize L for the given µ.

• Construct the probability density function of qµ for a given µ, f(qµ|µ), by replac-

ing the various Nobs quantities of Eqn. 7.2 with those of a pseudo-experiment

and evaluate Eqn. 7.3, for an ensemble of pseudo-experiments created by Monte

Carlo sampling of the posterior probability density function of the nuisance pa-

rameters. This procedure can be computationally expensive, so in this analysis,

an analytic formula for f(qµ|µ) is constructed using the Hessian matrix of the

likelihood function as computed numerically by Minuit2, which is a very good

approximation provided the observed number of events in each bin is not too

small [191]. No significant difference was found between the results computed

using these two methods for a subset of the signal models in this analysis.

• Calculate the level of agreement between the observed data and the hypothe-

sized signal strength with a p-value constructed from the test statistic distribu-
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tion,

P (µ) =

∫ ∞

qµ,obs

f(qµ|µ) dqµ,

from which the CLs value is defined

CLs(µ) =
P (µ)

P (0)
. (7.4)

The value of µ for which CLs = 1−0.95 then corresponds to the signal strength

threshold excluded at 95% confidence level.

7.9 Systematic uncertainties

The uncertainties in the yields from missing higher-order QCD corrections in signal

as well as ZZ and WZ background differential cross sections are evaluated by indepen-

dently varying up and down the factorization and renormalization scales (Section 5.2)

by a factor of two [123, 144]. The effect of these variations on the yields is between 5

and 10%. For the ZZ and WZ backgrounds, additional uncertainties related to known

higher-order corrections are applied, as discussed in Section 7.5.3.

For the Higgs boson signal, the parton density function (PDF) and αs uncertainties

comprise the cross section normalization uncertainties computed by the LHC Higgs

cross section working group [192] and the effect on the signal acceptance of varying

the PDFs and αs within their uncertainties [193]. For other signal models, as well

as the WZ and ZZ backgrounds, the effects of the PDF and αs uncertainties in the

signal acceptance are taken into account by finding the 1σ coverage interval of the

distribution of yields evaluated from 100 Monte Carlo replicas of the NNPDF set,

following the PDF4LHC prescription [193]. The PDF and αs uncertainties on these

processes are found to be about 1–2%.

The efficiencies for triggering on, reconstructing, and identifying isolated leptons

are obtained from simulation, and corrected with scale factors as discussed previously.
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The associated uncertainty is about 1–2% per lepton. An additional 3% uncertainty

associated with the WZ → `ν`` events, where the reconstructed lepton from the W

boson decay fails identification, is also included.

In order to reproduce b tagging efficiencies and light-flavor jet mistag rates ob-

served in data, an event-by-event reweighting using data-to-simulation scale factors is

applied to simulated events, as discussed in Section 6.6.4. The uncertainty associated

with this procedure is obtained by varying the event-by-event weight by ±1σ. The

impact on the final yields due to the b tagging efficiency and mistag rate uncertainties

is around 1% for both signal and background.

The impacts of the jet energy scale and resolution uncertainties are estimated by

shifting reconstructed jet energies in simulation by ±1σ, and each is found to have

an effect of about 2% on the yields of the simulated processes after all selections are

applied. The impacts of the electron and muon energy scales are evaluated in the

same manner, and have a similar effect. Uncertainties in the pmiss
T measurement due

to the energy resolution of unclustered PF candidates (i.e., those not associated with

an electron, muon, or jet) amount to about 2%.

The uncertainty in the expected yields due to the finite size of the MC samples is

considered, and is around 1% for the signal and main backgrounds. The simulated MC

samples are reweighted to reproduce the pileup conditions observed in data (Fig. 5.2).

The uncertainty related to this procedure is obtained by varying the central value of

the estimated inelastic cross section by 5% [102], and is found to be below 1%. The

uncertainty assigned to the integrated luminosity measurement is 2.5% [113].

The effect of the systematic uncertainties on the shape of the distribution of

the discriminating variable (pmiss
T ) is taken into account by varying the value of the

quantity associated with the uncertainty, and observing the resulting variations in

the individual bins of pmiss
T .
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All these sources of uncertainty are summarized in Table 7.3. The combined

uncertainty in the signal efficiency and acceptance is estimated to be about 5% and

is dominated by the theoretical uncertainty due to missing higher-order corrections

and PDF uncertainties. The total uncertainty in the background estimations in the

signal region is about 15%, dominated by the theoretical uncertainties in the ZZ and

WZ process description.
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Source of uncertainty
Effect (%) Impact on the

Signal ZZ WZ NRB DY exp. limit (%)
* VV EW corrections – 10 −4 – – 14
* Renorm./fact. scales, VV – 9 4 – –

2

* Renorm./fact. scales, ZH 3.5 – – – –
* Renorm./fact. scales, DM 5 – – – –
* PDF, WZ background – – 1.5 – –
* PDF, ZZ background – 1.5 – – –
* PDF, Higgs boson signal 1.5 – – – –
* PDF, DM signal 1–2 – – – –
* MC sample size, NRB – – – 5 –

1

* MC sample size, DY – – – – 30
* MC sample size, ZZ – 0.1 – – –
* MC sample size, WZ – – 2 – –
* MC sample size, ZH 1 – – – –
* MC sample size, DM 3 – – – –
NRB extrapolation to the SR – – – 20 – <1
DY extrapolation to the SR – – – – 100 <1
Lepton efficiency (WZ CR) – – 3 – – <1
Nonprompt bkg. (WZ CR) – – – – 30 <1
Integrated luminosity 2.5 <1
* Electron efficiency 1.5

1

* Muon efficiency 1
* Electron energy scale 1–2
* Muon energy scale 1–2
* Jet energy scale 1–3 (typically anticorrelated w/ yield)
* Jet energy resolution 1 (typically anticorr.)
* Unclustered energy (pmiss

T ) 1–4 (typically anticorr.), strong in DY
* Pileup 1 (typically anticorrelated)
* b tagging eff. & mistag rate 1

Table 7.3: Summary of the systematic uncertainties present in this analysis. Each
uncertainty represents the variation of the relative yields of the processes in the
SR. Each uncertainty is fully correlated across processes to which it contributes,
including those processes that are also present in CRs. The symbol “–” indicates that
the systematic uncertainty does not contribute or is deemed negligible. For minor
backgrounds, systematic uncertainties are omitted because of the smallness of their
contribution. For shape uncertainties (indicated with a *), the numbers correspond
to the overall effect of the shape variation on the yield or acceptance. The impact
on the expected upper limit for the signal strength, i.e., the relative decrease in the
median expected upper limit for the signal strength upon removing the nuisance term,
is evaluated with respect to the SM H(inv.) signal and presented in the last column.
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Chapter 8

Results

8.1 Introduction

The analysis strategy described in Chapter 7 is applied to the dataset collected in

2016 (described in Section 4.11), and the resulting numbers of observed and expected

events in the signal region are presented. The procedure of Section 7.8 is used to set

exclusion limits on the parameters of the models presented in Chapter 2. These limits

are then compared to the relevant limits from other experiments, where available.

Finally, a method for re-interpreting the result of this analysis in the context of

alternative signal hypotheses is presented.

8.2 Observed data

The numbers of observed and expected events in the signal region after the final

selection are shown in Table 8.1. The numbers of expected events for the various

backgrounds are those that maximize the likelihood function of Eqn. 7.2 under the

background-only (µ = 0) hypothesis. The numbers of expected events for the signals
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Process Signal region yield
qqZH(inv.)

159± 13
mH = 125GeV, B(H → inv.) = 1

ggZH(inv.)
43± 11

mH = 125GeV, B(H → inv.) = 1
DM, vector mediator

89.6± 6.3
mmed = 500GeV, mDM = 150GeV

ZZ 384± 22
WZ 151.3± 9.4
Nonresonant bkg. 68± 17
Drell–Yan 70± 45
Other bkg. 14.7± 1.6
Total bkg. 688± 38
Data 694

Table 8.1: Signal predictions, post-fit background estimates, and observed numbers
of events in the signal region. The combined statistical and systematic uncertainties
are reported. Significant correlations exist between the various background yields,
hence the sum of individual background uncertainties does not match the total back-
ground uncertainty.

are as predicted under the µ = 1 hypothesis. The observed number of events in the ee

(µµ) channel is 286 (408), and the number of events expected from simulation is 300±

25 (388 ± 28). The per-channel expectation is estimated by dividing the post-fit ``

yield proportionally according to the pre-fit per-channel expectations from simulation.

Several systematic uncertainties affect the two channels by differing amounts.

The total background estimates and the observed numbers of events in each pmiss
T

bin are listed in Table 8.2, for both a combined background-only fit to the signal

region and the control regions, as well as for a fit to the control regions only. The

latter results can be used in conjunction with the signal region bin correlation matrix

presented in Fig. 8.11 to recast these results in the simplified likelihood framework

(see Section 8.6).

Figure 8.1 shows the pmiss
T distribution in the signal region (as well as the Drell–Yan

sideband control region) after the full selection.
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pmiss
T bin (GeV) Observed events

Total background prediction
SR+CR fit CR-only fit

100 ≤ pmiss
T < 125 307 301± 33 259± 56

125 ≤ pmiss
T < 150 157 153± 14 147± 14

150 ≤ pmiss
T < 175 86 91.1± 6.2 88± 10

175 ≤ pmiss
T < 200 51 52.0± 3.6 50.3± 5.8

200 ≤ pmiss
T < 250 55 50.6± 2.8 49.8± 5.0

250 ≤ pmiss
T < 300 14 20.2± 1.3 19.8± 2.4

300 ≤ pmiss
T < 350 11 9.86± 0.74 9.7± 1.2

350 ≤ pmiss
T < 400 6 4.66± 0.37 4.55± 0.64

400 ≤ pmiss
T < 500 6 3.84± 0.38 3.75± 0.60

pmiss
T ≥ 500 1 1.88± 0.25 1.84± 0.38

Table 8.2: Expected event yields in each pmiss
T bin for the sum of background processes

in the signal region. The background yields and their corresponding uncertainties are
obtained after performing a fit to data. Two sets of background yields are reported:
one from a background-only fit to data in both the signal region and the control
regions, and one from a fit to data in all control regions, but excluding data in the
signal region. The observed numbers of events in each bin are also included.

No deviation from the Standard Model background expectation is found. In the

following sections, exclusion limits on relevant model parameters are presented. These

limits represent the threshold value of a given model parameter for which the 95%

CL upper limit on signal strength (µ in Eqn. 7.2) crosses unity. Model parameters

either above or below the threshold value are excluded, with the direction of exclusion

dictated by the sign of the parameter’s correlation with the signal cross section. The

95% CL upper limit on signal strength is computed as described in Section 7.8. In

some cases, to facilitate comparison to results of other experimental searches, the

90% CL limit is used, which corresponds to finding the value of µ in Eqn. 7.4 for

which CLs = 1− 0.9.
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Figure 8.1: Post-fit distribution of the pmiss
T in the signal region, after the full selec-

tion. The last bin also includes any events with pmiss
T > 600GeV. The uncertainty

band includes both statistical and systematic components. The ZH(inv.) signal nor-
malization assumes SM production rates and the branching fraction B(H → inv.) = 1.

8.3 Particle dark matter interpretation

Figure 8.2 shows the 95% CL expected and observed exclusions in the (mmed,mDM)

plane for vector and axial vector mediated dark matter (DM) scenarios as described

in Section 2.4.2, with couplings gq = 0.25, gDM = 1 as recommended by the LHC

dark matter working group [35] (see Section 5.3 for further details). The exclusions

are found by establishing signal strength limits for DM simulation samples produced

with mass parameters evenly spaced in a grid in the transformed coordinate system

(mmed, 2mDM/mmed), and interpolating between these values via Delaunay triangula-

tion [194]. The µ = 1 contour is found, and then transformed back to the (mmed,mDM)
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Figure 8.2: The 95% CL expected and observed limits on σobs/σtheo for the vector
(left) and axial vector (right) mediators with gq = 0.25 and gDM = 1. Limits are
not shown for far off-shell (2mDM > 1.5mmed) regions of the parameter space. In
addition, the thermal relic density constraint, assuming a single species of DM in the
universe, is displayed according to Ref. [35].

coordinates. A limited subset of the DM simulation samples are produced with the

full detector simulation as described in Section 5.6, while the remainder are generated

by reweighting the reconstructed pmiss
T spectrum of the nearest (in the (mmed,mDM)

plane) full simulation sample, with the weight being the ratio of the generated pmiss
T

in the target sample to that of the reference sample. The closure of this method is

evaluated by evaluating target samples that were generated with the full simulation.

The resulting limits are compatible with those found from the full simulation of these

samples.

Figure 8.3 shows the 95% CL expected and observed limits on signal strength

µ = σobs/σtheo for couplings gq = gDM = 1 in the scalar and pseudoscalar mediated

DM scenarios, as a function of mmed for a fixed DM mass of 1GeV. As no signal

strength limits are below unity, no region of (mDM,mmed) parameter space is excluded

by this result for these models.

The exclusions on mmed are computed at 90% CL as a function of the DM particle
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Figure 8.3: The 95% CL expected and observed limits on σobs/σtheo for the scalar
(left) and pseudoscalar (right) mediated DM scenario with gq = gDM = 1. The limits
are parameterized as a function of mediator mass mmed for a fixed dark matter mass
mDM = 1GeV.

mass, and translated according to Eqn. 2.5 to limits on the DM-nucleon scattering

cross section, shown in Fig. 8.4. Both axial vector (spin-dependent) and vector (spin-

independent) cases are considered. These exclusions are then compared to selected

results from direct and indirect detection experiments (Section 3.2). The limits placed

by this analysis are only applicable in the specific model described in Section 2.4.2,

while the limits from direct and indirect detection experiments are independent of the

assumed DM model. The limits placed by direct and indirect detection experiments

assume that only one species of DM accounts for the observed relic density, whereas

the limits placed by this analysis are independent of this assumption.

The exclusions presented in Figs. 8.2 and 8.3 are compared to the exclusions set by

other CMS analysis targeting different final states that were produced concurrently

with this result in Fig. 8.5. These exclusions are directly comparable as all analyses

utilize the same simplified DM models with a common choice of coupling parameters.

The absolute exclusions of these analyses, as well as their relative importance, will
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Figure 8.4: Observed 90% CL limits on the DM-nucleon scattering cross sections in
both spin-independent (left) and spin-dependent (right) cases, assuming a mediator-
quark coupling constant gq = 0.25 and mediator-DM coupling constant gDM = 1.
Limits from the CRESST-II [195], CDMSLite [196], PandaX-II [197], LUX [198],
and XENON1T [199] experiments are shown for the spin-independent case (vector
couplings). Limits from the PICASSO [200], PICO-60 [71], Super-Kamiokande [68],
and IceCube [69, 70] experiments are shown for the spin-dependent case (axial vector
couplings).

be altered by alternative choices of the DM model and/or coupling parameters. For

example, with the choice of couplings given here, the relative sensitivities of the mono-

Jet, mono-Photon, and mono-Z channels to spin-1 models is governed primarily by

the relative probabilities of initial state jet, photon, and Z boson radiation. For the

spin-0 models, the mono-Z sensitivity is much closer to that of mono-Jet, and both

are subdominant to the tt̄ + pmiss
T channel in some portions of the parameter space.

For certain models involving coupling of a spin-0 mediator to the gauge sector, the

mono-Z channel becomes more sensitive than the mono-Jet channel [62].
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Figure 8.5: The 95% CL expected and observed exclusions for simplified dark matter
models with vector (top left), axial vector (top right), scalar (bottom left), and pseu-
doscalar (bottom right) mediators, as found by di-jet searchs and various pmiss

T -based
searches performed by the CMS collaboration. In all scenarios, gDM = 1, and for the
vector and axial vector mediators, gq = 0.25, while for the scalar and pseudoscalar
mediators, gq = 1. The absolute exclusion of the different searches, as well as their
relative importance, will strongly depend on the chosen coupling and model scenario.
Therefore, the exclusion regions and relic density contours shown in this plot are not
applicable to other choices of coupling values or model.

8.4 Large extra dimension and unparticle

interpretations

In the framework of the ADD model of large extra dimensions, limits are calculated

depending on the number of extra dimensions n and the true Planck scale MD. For

each value of n, cross section limits are calculated as a function of MD. By finding

the intersection between the theory cross section line, calculated in the fiducial phase

space of the graviton transverse momentum pGT > 50GeV, with the observed and
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Figure 8.6: Expected and observed 95% CL cross section exclusion limits as a
function of MD for the example case n = 4 in the ADD scenario (left), and lower
exclusion limits on MD as a function of n (right). In both plots, the markers for
the expected exclusion are obscured by the close overlap with those for the observed
exclusion. The red solid line in the left plot shows the theoretical cross section
for the case n = 4. Cross sections are calculated in the fiducial phase space of
pGT > 50GeV. The vertical line in the left plot shows the projection onto the MD

axis of the intersection of the theory curve with the expected and observed exclusion
limits.

expected excluded cross sections, and projecting that point onto the MD axis, lower

limits on MD are set as a function of n, as shown in Fig. 8.6. In order to ensure

the validity of the EFT, the ADD signal is truncated following Eqn. 2.7. Section 5.3

contains further details regarding the parameters used in the generation of the ADD

signal simulation. The observed and expected exclusion ofMD ranges between 2.3 and

2.5TeV for n between 2 and 7, at 95% CL. These exclusions are directly comparable

to those presented in Fig. 3.3, where it is seen that results in the jet+pmiss
T exclude

a higher MD for any given n than the result shown here. Nevertheless, this result

can be used in a combination with those of other channels to improve the exclusion

limits.

In the unparticle scenario, upper limits are set at 95% CL on the Wilson coefficient

λ/ΛdU−1
U of the unparticle-quark coupling operator of Eqn. 2.8, and are shown in

Fig. 8.7 as a function of the scaling dimension dU . The excluded parameter space of

this model depends strongly on the choice of operator, as discussed in Section 3.3.
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unparticle-quark coupling operator. The results from an earlier CMS search in the
same final state [57] are shown for comparison.

The only directly comparable results are the 8TeV CMS searches in this final state

[57] and in the jet+pmiss
T final state [29]. This search excludes a factor of two larger

parameter space than the 8TeV result in this final state, and has approximately equal

sensitivity as the 8TeV jet+pmiss
T result.

8.5 Invisible Higgs boson decay interpretation

The 95% CL expected and observed upper limits on the product of the production

cross section and the branching fraction, σZH B(H → inv.) are shown as a function

of the SM-like Higgs boson mass in Fig. 8.8. For mH = 125GeV, the search can be

interpreted as an upper limit on B(H → inv.) assuming the SM production rate of

a Higgs boson in association with a Z boson. Assuming the SM production rate,

the 95% observed (expected) CL upper limit on B(H → inv.) is 0.45 (0.44). The

gg → Z(``)H process is considered only for the 125 GeV mass point, and only when

interpreting the result as a limit on branching fraction.
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Figure 8.8: Expected and observed 95% CL upper limits on the product of the pro-
duction cross section and the branching fraction, σqq→ZH B(H → inv.), as a function
of the SM-like Higgs boson mass. The limits consider only quark-induced Higgs boson
production. In addition, for the SM (125GeV) Higgs boson, the limit on branching
fraction assuming SM production rate (considering also gluon fusion) is presented.
The vertical gray line indicates that the result at mH = 125GeV should not be read
from the plot, as the gluon contribution is known for that point.

Following Section 2.6.2, the observed upper limit on B(H → inv.) for the SM

Higgs boson is re-cast to a limit on the DM-nucleon cross section as a function of

DM particle mass in the context of the Higgs-portal dark matter models presented in

Eqn. 2.9. Fig. 8.9 shows the phase space of these models excluded by this result at the

90% CL, and compares it to the excluded phase space from various direct detection

experiments.

The result of this analysis is combined1 with that of two other CMS analyses

targeting the SM Higgs invisible signal that were produced concurrently, by merging

their respective likelihood functions into a single statistical model, and a combined

observed (expected) upper limit of B(H → inv.) < 0.24(0.18) is found [201]. The

1 The result of the multivariate analysis presented in [4] is used for the combination, and is not
presented here. This multivariate analysis gives a modest 5% relative improvement in the expected
upper limit on B(H → inv.) relative to the pmiss

T -shape analysis presented here.
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Figure 8.9: Observed 90% CL exclusions on the spin-independent DM-nucleon scat-
tering cross sections for Higgs-portal dark matter models producing scalar or vec-
tor dark matter particles. The same spin-independent direct detection limits as in
Fig. 8.4 are overlaid for comparison. The direct detection limits do not depend on
the Higgs-mediator assumption.

relative contribution of this analysis is shown in Fig. 8.10. This result can be directly

compared to that of Fig. 3.5, where an improvement in the expected limit in all

channels is found. For this result, the observed limit in the VBF channel contains an

approximately 1σ upward fluctuation.

8.6 Simplified likelihood

The results of this analysis are interpreted within a very limited subset of the new

physics models for which this analysis may be sensitive. Typically, to interpret results

of a given analysis in the context of a model not presented in the analysis, a model-

independent limit is provided, where the 95% CL upper limit on the fiducial cross

section of an arbitrary signal process is given for a specific choice of fiducial region.

For an analysis such as this one, where the separation between signal and background

is limited, a single fiducial region definition (i.e. a single pmiss
T bin) cannot be chosen
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optimally for all possible signal models, and in general will give poor results compared

to those of a multi-bin shape analysis. The information necessary to perform the full

multi-bin shape analysis (i.e. to reconstruct the likelihood function of Eqn. 7.2) is not

suitable for publication, as the full effects of the detector acceptance and response to

a given signal, as well as their uncertainties, must be considered, which requires tech-

nical knowledge beyond the scope of a re-interpretation. To allow re-interpretation

of results such as this one, where the multi-bin analysis significantly enhances sensi-

tivity to new physics signals, a simplified likelihood function is presented, following

the prescription of Ref. [203].

The simplified likelihood function is constructed as

L =
∏
i

P (Nobs,i|µNexp,i +Nbkg,i + θi) · exp
(
−1

2
~θ T
(
~σC~σT

)−1 ~θ

)
,

where Nobs,i and Nbkg,i are the data and background yields in pmiss
T bin i, Nexp,i is the

predicted signal yield for the alternative signal model in bin i, ~θ is a set of nuisance

parameters encoding deviations from the background expectations in each bin, which
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are constrained by a prior probability density function that is approximated by a

multivariate normal distribution formed from a CR-only fit result, i.e. the vector of

per-bin background yield uncertainties ~σ and the correlation matrix of those uncer-

tainties C. This simplified likelihood function is maximized with respect to {µ, θi},

and the usual machinery of Section 7.8 is employed to find signal strength limits

for an alternative signal hypothesis. By utilizing a CR-only fit result to form the

prior probability density function of the background expectation, the likelihood can

be maximized with respect to a new signal hypothesis without double-fitting of the

observation in the signal region. The observed data counts and the total background

estimates in the signal region from the control-region-only fit are shown in Table 8.2.

Figure 8.11 shows the correlations between the estimated background yields in pmiss
T

bins in the signal region, for the control-region-only fit to the observed data.

To utilize the simplified likelihood method, a prediction of the reconstructed event

yields in each pmiss
T bin is required. This is best obtained by using a detector simulation

program such as Delphes [204], however a reasonable prediction can be obtained by:

applying a generator-level selection that parallels the reconstruction-level selection

described in Section 7.4, omitting tau lepton and b jet vetoes; smearing the pmiss
T

with a Gaussian kernel of 24GeV width; and scaling by a reconstruction efficiency of

0.70.



144

1.00

0.46 1.00

0.59 0.68 1.00

0.35 0.72 0.59 1.00

0.27 0.74 0.66 0.82 1.00

0.28 0.71 0.65 0.81 0.96 1.00

0.25 0.68 0.63 0.79 0.95 0.95 1.00

0.24 0.68 0.61 0.79 0.95 0.96 0.96 1.00

0.25 0.63 0.62 0.77 0.93 0.95 0.96 0.97 1.00

0.21 0.58 0.56 0.72 0.89 0.92 0.93 0.96 0.97 1.00

 <
 1

25
m

is
s

T
 p≤

10
0 

 <
 1

50
m

is
s

T
 p≤

12
5 

 <
 1

75
m

is
s

T
 p≤

15
0 

 <
 2

00
m

is
s

T
 p≤

17
5 

 <
 2

50
m

is
s

T
 p≤

20
0 

 <
 3

00
m

is
s

T
 p≤

25
0 

 <
 3

50
m

is
s

T
 p≤

30
0 

 <
 4

00
m

is
s

T
 p≤

35
0 

 <
 5

00
m

is
s

T
 p≤

40
0 

 [G
eV

]
m

is
s

T
 p≤

50
0 

 < 125miss

T
 p≤100 

 < 150miss

T
 p≤125 

 < 175miss

T
 p≤150 

 < 200miss

T
 p≤175 

 < 250miss

T
 p≤200 

 < 300miss

T
 p≤250 

 < 350miss

T
 p≤300 

 < 400miss

T
 p≤350 

 < 500miss

T
 p≤400 

 [GeV]miss

T
 p≤500 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
or

re
la

tio
n

Thesis Smith  (13TeV)-135.9 fb

Figure 8.11: Correlations between the estimated background yields in the signal
region pmiss

T bins. The correlations are obtained after performing a combined fit
to data in all control regions, but excluding data in the signal region. Since the
correlation matrix is symmetric by construction, the part below the diagonal is not
shown.



145

Chapter 9

Conclusions

9.1 Summary

A search for new physics in events with a leptonically decaying Z boson and a large

transverse momentum imbalance has been presented. This search is based on a data

set of proton-proton collisions collected with the CMS experiment in 2016, corre-

sponding to an integrated luminosity of 35.9 fb−1 at
√
s = 13TeV. No evidence for

physics beyond the Standard Model is found. This result extends the excluded param-

eter space for simplified dark matter models with spin-1 mediators and an unparticle

model by over a factor of two, compared to a previous search performed in this final

state with the CMS detector [59]. This is due to the increase in available integrated

luminosity and improvements in the analysis technique. For example, an observed

(expected) lower exclusion limit onmmed < 690 (690)GeV was set on dark matter pro-

duction in the simplified model with an axial vector mediator formDM = 1GeV, where

the corresponding limit in the previous search was 300 (270)GeV, for the particular

choice of couplings as described in Section 8.3. Results for dark matter production

via spin-0 mediators in the simplified model interpretation, as well as graviton emis-
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sion in a model with large extra dimensions, are presented in this final state for the

first time. An observed (expected) upper limit of 45% (44%) has been set on the

branching ratio of the Standard Model Higgs boson to invisible final states at the

95% confidence level. The result presented in this analysis includes the necessary

materials to re-interpret the observed data in the context of alternative models of

new physics with significantly improved fidelity over traditional model-independent

limits via the simplified likelihood method, a first for this final state.

A search for new physics in this final state with a dataset corresponding to a

similar integrated luminosity (36.1 fb−1) was performed by the ATLAS collaboration,

where an observed (expected) upper limit of B(H → inv.) < 67% (39%) was set, and

an observed (expected) lower exclusion limit on mmed < 560 (620)GeV was set on

dark matter production in the simplified model with an axial vector mediator for

mDM = 1GeV and with the same coupling parameters as in this analysis [205].

9.2 Outlook

Run 2 of the LHC is coming to a close this year, and with it an integrated luminosity

in excess of 150 fb−1 of proton-proton collisions at
√
s = 13TeV will become available

for analysis. This analysis will benefit from the at least 4-fold increase in luminosity,

as the control region yields will become statistically significant, and hence will better

constrain the diboson background that is a major limitation on the sensitivity to

new physics in this final state. The theoretical predictions for all Standard Model

backgrounds are continuously improving with time, and with them the ability to uti-

lize more aggressive selections and assign reduced systematic uncertainties will also

improve the sensitivity to new physics in this analysis. Additional improvements in

the simulation of the CMS detector and reconstruction algorithms can be expected
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in the coming years, and this will likely improve the modeling of backgrounds, in

particular the Drell–Yan plus mis-reconstructed pmiss
T background. Future iterations

of this analysis may be optimized to target alternative DM models involving mediator

coupling to the gauge sector, which can enhance the cross section for Z + pmiss
T pro-

duction relative to that of other initial state radiation based searches for dark matter

[62].

The operation of the High-Luminosity Large Hadron Collider (HL-LHC) is ex-

pected to begin in 2025. The HL-LHC will collect data with an instantaneous lumi-

nosity 5 times that of the LHC, and will run for longer periods of time, such that

it may collect 3000 fb−1 of integrated luminosity over its planned 10 year lifetime.

This amount of data is expected to exclude significantly more parameter space of the

models probed in this analysis, and the discovery reach (i.e. the region of parameter

space in which a 5σ significance for a hypothetical excess could be obtained) will be

enhanced.

Searches for new physics at hadron colliders benefit most from increases in center

of mass energy rather than luminosity, since the ability of hadron collider experiments

to probe new physics at a given energy scale is limited by the rate of production of

parton-parton collisions at that energy scale. This rate is of course dependent on

the final state, but can be approximated to sufficient accuracy to make qualitative

statements about the performance of a hadron collider as a function of center of mass

energy and integrated luminosity. This is accomplished via the parton luminosity

distribution, which describes the approximate differential cross section for a parton-

parton interaction i + j → X as a function of
√
ŝ (Eqn. 2.3) up to a dimensionless

factor ŝσij→X(ŝ) that is typically of order unity [206]. Parton luminosities for gluon–

gluon and up quark–down antiquark interactions are shown in Fig. 9.1. The ud̄

parton luminosity is similar to that of uū and other valence quark–sea antiquark
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Figure 9.1: Parton luminosities for gg and ud̄ interactions as a function of parton-
parton center of mass energy

√
ŝ, for various proton-proton center of mass energies√

s. Reproduced from [206], Figures 1 and 2.

combinations (Section 5.2), which, for example, approximate the cross section of

dark matter mediator production. In both cases, one observes an inflection point in

the graph, beyond which the parton luminosity begins to fall at such a rate that the

relative gain in
√
ŝ sensitivity for a given increase in integrated luminosity is marginal.

The best way to probe higher energy scales is to increase
√
s, and recalling Eqn. 4.1,

this requires an increase the magnetic field of the bending magnets and/or the radius

of the collider.
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[148] Stefan Höche. Introduction to parton-shower event generators. In Proceedings,
Theoretical Advanced Study Institute in Elementary Particle Physics: Journeys
Through the Precision Frontier: Amplitudes for Colliders (TASI 2014): Boul-
der, Colorado, June 2-27, 2014, pages 235–295, 2015. arXiv:1411.4085.

[149] John M. Campbell, J. W. Huston, and W. J. Stirling. Hard Interactions of
Quarks and Gluons: A Primer for LHC Physics. Rept. Prog. Phys., 70:89,
2007. arXiv:hep-ph/0611148.

[150] M. Bahr et al. Herwig++ Physics and Manual. Eur. Phys. J., C58:639–707,
2008. arXiv:0803.0883.
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