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Abstract

This thesis presents the first direct search for lepton flavor violating decays of the recently discovered Higgs boson. The search is performed in the $H \rightarrow \mu \tau_e$ and $H \rightarrow \mu \tau_h$ decay channels, where $\tau_e$ and $\tau_h$ denote the electronic and hadronic tau decay channels respectively. The search is performed using the proton-proton collisions data gathered at the Compact Muon Solenoid detector at the Large Hadron Collider. The search uses $19.7 \text{ fb}^{-1}$ of $\sqrt{s} = 8 \text{ TeV}$ data taken in 2012 as well as $2.3 \text{ fb}^{-1}$ of $\sqrt{s} = 13 \text{ TeV}$ data taken in 2015. The limits on the branching fraction $B(H \rightarrow \mu \tau)$ are measured, and the existing limits from indirect searches are reduced by an order of magnitude. This thesis also presents a measurement of the differential cross section of a W boson produced in associated with jets. This measurement was performed with $2.5 \text{ fb}^{-1}$ of $\sqrt{s} = 13 \text{ TeV}$ proton-proton collision data produced by the Large Hadron Collider in 2015 and recorded at the Compact Muon Solenoid detector. Cross sections are computed as a function of jet multiplicity, and the results are compared to theoretical predictions from leading order and next-to-leading order Monte Carlo generators.
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Chapter 1

Theoretical Motivation

The goal of high energy particle physics is to probe small distance scales and investigate properties of fundamental particles and the forces that govern them. This thesis describes the search for exotic decays of the recently discovered Higgs boson. The observation of exotic Higgs boson decays would signify the existence of new physics beyond the Standard Model, the most comprehensive theory of particle interactions to date. They would represent signs of a deeper theory that would significantly enhance our perception of forces and particles. This thesis also contains a measurement of the production of W bosons and associated jets of particles. This process involves key forces and particles of the Standard Model, and precise measurements of the process will improve understanding of the existing theory. Any significant deviation from the Standard Model expectations constitutes a discovery of new physics processes. These measurements take place at the Compact Muon Solenoid (CMS) detector using the Large Hadron Collider (LHC).

1.1 The Standard Model

Our knowledge of particle interactions is summarized in a theory called the Standard Model. The theoretical framework of the Standard Model was developed over the course of the 20th century as more and more fundamental particles and forces were discovered and studied. The Standard Model is not without its flaws. Firstly, it contains many free parameters, such as the masses of the particles, that can only be determined from experiment. It also fails to include gravitational interactions, thus describing only three of the four fundamental forces. The ad hoc design of the Standard Model and the lack of grand unification provides a strong motivation for particle physicists
to search for a more profound, comprehensive theory. The current state of particles physics takes a two pronged approach, with physicists making precision measurements of the Standard Model and searching for physics beyond the Standard Model. The goal is to measure the parameters of the Standard Model while searching for the theory’s extension. This thesis contains both aspects. The W+jets production cross section measurement directly tests the Standard Model while the search for lepton flavor violating Higgs couplings tests hypotheses that extend the theory.

1.1.1 Elementary Particles

The fundamental particles in the Standard Model consist of fermions and bosons and are summarized in Figure 1.1. The fermions are particles that have half integer spin, and the bosons have integer spin. Spin is the intrinsic quantized angular momentum of a particle. The bosons mediate the fundamental forces and provide mass. They will be discussed further in section 1.1.2 and section 1.1.3. The fermions consist of the quarks, leptons, and neutrinos.

There are three generations of quarks, with two flavors in each generation. Each quark generation consists of a quark with +2/3 of an electron charge (+2/3e) and a quark with -1/3 of an electron charge (-1/3e). Quarks also have a property known as “color.” There are three possible colors for each quark: red, green, or blue. The concept of color is important for understanding the strong nuclear force, as discussed in section 1.1.2. As shown in figure 1.1 the masses of the quarks vary significantly from one generation to the next.

Free quarks have never been observed in nature. Only color neutral combinations of quarks have been observed. For example, a red, green, or blue quark can form a stable state with a corresponding antiquark, with an anticolor of antired, antigreen, or antiblue. This state is known as a meson. The baryons consists of three quarks, one of each color. The proton (uud), and the neutron (udd), are both baryons. Matter than is composed of quarks is called hadronic matter. At CMS, hadrons are often found in collimated streams of particles known as jets.

There are three generations of leptons, each with a neutrino pair. The electron is extremely light and does not decay, but the muon and the tau are heavier and have lifetimes on the order of \(10^{-6}\) s and \(10^{-15}\) s respectively[79]. The mechanisms for lepton decay will be discussed in section 1.1.2. In the Standard Model, there is a conserved quantity known as the lepton number. The lepton number is defined for each lepton generation. Each lepton/neutrino pair in the generation has a generation lepton number of one and the corresponding antiparticle pair has a generation lepton
Figure 1.1: The fundamental particles of the Standard Model. Charges are expressed in units of electron charge.\cite{79}

number of -1. For example, and \( e \) and an \( \nu_e \) each will have an electron lepton number of 1, and the corresponding antiparticle pair will have an electron lepton number of -1. Figure 1.2 gives an example of a typical Standard Model decay that conserves lepton number. In the initial state only the tau exists and the tau lepton number of the system is one while the muon and electron lepton numbers of the system are 0. The decay produces a tau neutrino which also has a tau lepton number of one along with an electron and an antielectron neutrino, which have electron lepton numbers of one and negative one, respectively. So the final state also has a tau lepton number of one. Also note that lepton number and flavor are conserved at each vertex. In the lepton flavor violating couplings studied in this thesis, a muon and a tau share a vertex, which is not allowed in the Standard Model.

Figure 1.2 displays an example of a Feynman diagram, which are pictorial representations of particle interactions. These diagrams are very powerful tools in high energy physics because they used to calculate the matrix elements of the interaction. Matrix elements are used to compute the cross sections, which, as described in section 1.1.2, are a measurement of the likelihood of the process occurring. Matrix elements can be thought of as an entry in the matrix \( V_{ij} \), which relates a particle
in the initial state $i$ to the final state $f$ via a potential $V$. The square of the matrix element will define the probability of the transfer occurring.

![Decay of the tau lepton](image)

Figure 1.2: Decay of the tau lepton, as mediated by the W boson. The W boson is discussed further in section 1.1.2.

### 1.1.2 Elementary Forces

<table>
<thead>
<tr>
<th>Force</th>
<th>Relative Strength</th>
<th>Mediator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong</td>
<td>1</td>
<td>Gluon</td>
</tr>
<tr>
<td>Electromagnetic</td>
<td>$10^{-3}$</td>
<td>Photon</td>
</tr>
<tr>
<td>Weak</td>
<td>$10^{-11}$</td>
<td>W,Z Boson</td>
</tr>
</tbody>
</table>

Table 1.1: Fundamental forces of the Standard Model[63].

The fundamental forces of the Standard Model are shown in Table 1.1. Note that gravity is not included in the table. Gravity is not contained in the Standard Model and has a strength on the order of $10^{-30}$ [23] relative to the weak nuclear force. It plays a negligible role in high energy physics.

The theory of the electromagnetic force is known as quantum electrodynamics (QED). The electromagnetic force is mediated by the photon, which is a spin 0 massless particle and only interacts with particles that carry charge. Two examples of electromagnetic interactions are show in figure 1.3.

The weak nuclear force is mediated by the W and Z bosons. The Z boson is a massive neutral spin 1 particle. It decays into pairs of quarks, leptons, or neutrinos. The W boson is a massive
charged spin 1 particle. It has the special property of changing flavors of quarks and leptons. For example, the W boson can mediate the decay of a tau to an electron. This is illustrated in figure 1.2. Note that lepton number is still conserved in these types of interactions. The W boson can change flavors of quarks in accordance with the Cabbibo-Kobayashi-Maskawa (CKM) matrix\cite{79} shown in equation 1.1. The CKM matrix is a unitary matrix whose elements $|V_{ij}|^2$ give a measure of the likelihood of a W boson mediating the transition from quark $i$ to quark $j$. As shown in equation 1.1, these transitions are favored for quarks in the same generation, but are not entirely forbidden for quarks in different generations. The W boson only interacts with “left handed” doublets of quarks and neutrinos. The concept of “handedness” is defined by helicity. Right handed particles are those with parallel spin and momentum vectors, and left handed particles have anti-parallel spin and momentum vectors. Only left handed particles participate in the weak interaction.

\[
\begin{align*}
V_{ud} & \quad V_{us} & \quad V_{ub} & = & \quad 0.97 & \quad 0.23 & \quad 0.004 \\
V_{cd} & \quad V_{cs} & \quad V_{cb} & = & \quad 0.23 & \quad 0.99 & \quad 0.04 \\
V_{td} & \quad V_{ts} & \quad V_{tb} & = & \quad 0.009 & \quad 0.04 & \quad 0.999
\end{align*}
\]

(1.1)

The theory of the strong nuclear force is known as quantum chromodynamics (QCD). The strong nuclear force is mediated by the gluon. Each gluon is a color doublet, with a corresponding color and anticolor. For example, a gluon could be red and antigreen, or blue and antired, et cetera. Gluons only interact with particles that share one of their color charges. Therefore, the quarks and gluons are the only particles involved in strong interactions. The self interactions of virtual gluons can increase the strength of the color charge surrounding a quark. At small distance scales the
virtual gluon cloud is penetrated and the effective color charge decreases. This effect is known as asymptotic freedom. [63] At larger distances, as a quark antiquark pair move apart from each other, the increase in potential energy allows new quark antiquark pairs to be created from the vacuum. The new quarks will be bound to the initial quarks by the strong nuclear force, which is why free quarks have never been observed.

The coupling constant for QCD, \( \alpha_s \), is energy dependent and scales as \( \alpha_s(Q^2) \propto 1/\ln\left(\frac{Q^2}{\Lambda_{QCD}^2}\right) \). Here \( Q^2 \) represents the momentum transfer of the process and \( \Lambda_{QCD} \) is a constant, referred to as the QCD scale, with a measured value of 214 MeV[79]. At the TeV scale collision energies of the Large Hadron Collider, \( \alpha_s \) is small and interactions are modelled using perturbative QCD (pQCD). Leading order terms that depend on \( \alpha_s \) and next to leading order terms that depend on \( \alpha_s^2 \) dominant the computation and higher order terms can be neglected.

As mentioned in section 2.3, both the strong force and the weak force play important roles in the production of W bosons and associated jets. The strong force governs quark-gluon interactions and jet formation, while the weak force is responsible for the W boson couplings to initial start quarks and final state muons. Thus, a precision measurement of W+jets production is an powerful channel to evaluate the accuracy of the Standard Model.

1.1.3 The Higgs Boson

In classical physics, the equations of motion of a system are governed by the Lagrangian. The Lagrangian is defined as \( L = T - V \) where \( T \) is the kinetic energy and \( V \) is the potential energy. In the Standard Model, we can also define a Lagrangian that governs all particle interactions[63] However, when mass terms for W and Z bosons are added to the Lagrangian, the Standard Model breaks down. Loops formed by W and Z bosons contribute infinities to Standard Model calculations that cannot be removed. This means that the Standard Model becomes non renormalizable.

To resolve this, we introduce a field with a potential shown in figure 1.4. This potential has a minimum that is not at the origin of the coordinate system. We can break the symmetry by shifting our reference point to the minimum of the potential and expanding for small deviations about the minimum. When this shift is introduced to the Lagrangian, it results in mass terms appearing for the W and Z bosons, the quarks and leptons, and a mass term for the particle associated with the field itself. That particle is known as the Higgs Boson. In addition to providing the theoretical framework to add mass terms to the Lagrangian, the Higgs Boson couples to every massive particle
Figure 1.4: The potential of the Higgs Field. Note the nonzero minima.

in the Standard Model. These couplings are called Yukawa couplings. The couplings of the Higgs to the W and Z bosons cancel out the infinities mentioned earlier.\cite{63} Thus, the field that naturally gives rise to masses in the Standard Model also cancels out the divergences that prevented us from simply placing mass terms in the Lagrangian to begin with. A Higgs Boson with a mass of 125 GeV was discovered at CERN on July 4 2012. \cite{79}

1.2 Beyond the Standard Model

As mentioned in section 1.1 the Standard Model requires many free parameters determined by experiment and fails to unify gravity with the other four fundamental forces. Additionally, it doesn’t address the hierarchy problem\cite{19}.

Quantum field theory states that the masses of particles from scalar fields, such as the Higgs, are vulnerable to quantum corrections. The large difference in strength between the weak nuclear force and gravity (section 1.1.2) means that these quantum corrections can raise the Higgs mass all the way up to the mass scale of gravity, on the order of $10^{18}$ GeV. The paradox between the existence of a low mass scalar Higgs needed for electroweak symmetry breaking and the fact that such a low mass scalar particle seems prohibited by quantum field theory is known as the hierarchy problem. The hierarchy problem can be solved by specifying a partner for each existing Standard Model particle, such that the loop corrections to the Higgs mass from the existing standard model
particle and its partner cancel out, leaving the Higgs mass stable. This solution to the hierarchy problem is known as Supersymmetry. In particular, supersymmetry states that each boson has a fermion superpartner whose spin differs by 1/2 from the boson's spin, and vice versa. This will require at least one additional Higgs doublet field[49]. Supersymmetry has yet to be observed, and much is unknown experimentally about the couplings that will solve the hierarchy problem.

A more fundamental theory must exist, and the recently discovered Higgs boson provides a rich environment for probing the existence of such a theory. Many proposed theories that solve the hierarchy problem, such as Randall-Sundrum models [81] or supersymmetric Two Higgs Doublet models [27] predict a Higgs boson with couplings that violate lepton flavor conservation.

One can think of a matrix of $Y_{ij}$ couplings between leptons $i$ and $j$ as analogous to the CKM matrix discussed in section 1.1.2. In the Standard Model, $Y_{ij} = 0$ for all $i \neq j$. BSM theories have no such constraint and there may be nonzero off diagonal values of $Y_{ij}$ which allow lepton flavor violation. The strength of Higgs couplings are proportional to the masses of the particles involved, so the most logical place to start a search for lepton flavor violation would be a Higgs boson coupling directly to the two heaviest leptons: a muon and a tau. These couplings involving heavier leptons are stronger and therefore play a larger role in the Higgs phenomenology than couplings to electrons and the lighter quarks. Therefore, lepton flavor violating couplings such as $Y_{\mu\tau}$ will play a significant role in calculations related to the hierarchy problem.

There have been no direct searches for $H \rightarrow \mu\tau$ prior to the result contained in this dissertation. Null searches for $\tau \rightarrow \mu\gamma$ constrain the branching fraction for $H \rightarrow \mu\tau$ to $\mathcal{O}(10\%)$.[64]

Lepton flavor violating couplings may explain a discrepancy in the anomalous magnetic moment of the muon. The magnetic moment is a quantity defined for a current loop that describes the torque it experiences in a magnetic field. Muons are point particles, so according to classical electrodynamics they lack a magnetic moment. However, in QED, loop interactions will effectively generate a magnetic moment, known as the anomalous magnetic moment of the muon. The current measured value differs from the expected standard model value by $2.87 \times 10^{-9}$, a significance of $3.6\sigma$ [25][79]. Loop corrections, as shown in Figure1.5 from a Higgs coupling to a muon and a tau could resolve this discrepancy [64].
Figure 1.5: Loop contribution of lepton flavor violating couplings between muons and taus to the anomalous magnetic moment of the muon.

1.3 Summary

As mentioned in section 1.1.3, the Higgs boson, the last piece of the Standard Model, has recently been discovered. Prior to the discovery of the Higgs, the most recent Standard Model particle discovery was in 1995 when the top quark was found\[79\]. So for over 15 years, the efforts of the high energy physics community were focused on discovering one key particle: the Higgs boson. Now that the Higgs has been discovered, the future of the field is exciting but uncertain. A number of unsolved questions, such as the hierarchy problem (section 1.2), indicate that there must be new physics beyond the Standard Model, but there are many competing models of what this new physics might be. A compelling way to look for new physics is to investigate the couplings of the recently discovered Higgs boson, which are being studied for the first time. This thesis describes the search for a lepton flavor violating (LFV) coupling $H \rightarrow \mu \tau$, which is not predicted by the Standard Model.

Additionally, the Standard Model must be carefully measured at the energy scales of the LHC. The theory has not been experimentally tested at energies as high as 13 TeV, so new physics could be discovered simply by measuring the Standard Model at this energy. The production of W bosons in association with jets directly involves both the weak and strong nuclear forces (section 1.1.2). If either of these forces have different strengths at 13 TeV than what is expected, W+jets production will be affected. W+jets production is also a significant background to many Standard Model physics searches, including the search for LFV Higgs couplings. Measuring the production of
W+jets will test the Standard Model at new energies and will facilitate BSM searches.
Chapter 2

Collider Phenomenology

Now that the underlying physics has been described in sections 1.1 and 1.2, the question remains: how exactly are W+jets and lepton flavor violating Higgs events produced and studied? Before proceeding further, some basic terms of collider physics must be defined. The cross section of a particle interaction is an effective area that gives a sense of the likelihood of the interaction. In collider physics, cross sections are measured in barns (b), where \( 1 \text{b} = 10^{-24} \text{cm}^2 \). The luminosity is defined as the rate of observed events divided by the cross section. The integrated luminosity is computed by summing the luminosity with respect to time. Integrated luminosity is used to define how much total data has been used in a measurement. These terms will be used for describing proton proton collisions, W boson production, and Higgs boson production in the coming sections of this chapter.

2.1 Kinematics Definitions

The subsequent sections in the chapter require knowledge of relevant kinematic variables, which will be defined here. The protons are accelerated up to almost the speed of light, so a relativistic treatment must be used to study the collisions. In special relativity, the energy of the system, \( E \), is defined as \( E^2 = m^2 + p^2 \). Here the speed of light, \( c \), is set to 1, in accordance with natural units. The energy momentum 4-vector is defined as \( \vec{P} = (E, \vec{p}) \), and the dot product is defined such that \( \vec{P} \cdot \vec{P} = E^2 - p^2 \), which is the Lorentz invariant mass of the particle. The square of the sum of four momentum vectors gives the invariant mass of a system of particles. Lorentz invariant quantities are useful because they are independent of the frame of reference.
For two colliding particles, \( p_1 \) and \( p_2 \) we can define a quantity: \( s = (p_1^2 + p_2^2) \), which is the Lorentz invariant square of the total center of mass energy of the event. This variable is used to express the energy of particle collisions.

The rapidity \( y \) of a particle is defined as: \( y = \frac{1}{2} \ln \left( \frac{E + p_z}{E - p_z} \right) \), where \( p_z \) is the component of the momentum parallel to the beam axis. The rapidity gap between two particles, \( \Delta y_{12} \), is Lorentz invariant. The pseudorapidity \( \eta \) is defined as: \( \eta = \frac{1}{2} \ln \left( \frac{p + p_z}{p - p_z} \right) \). This can be expressed in terms of polar angle (section 3.2) as \( \eta = \ln(\cot(\theta/2)) \). The pseudorapidity is equal to the rapidity if the rest mass is 0. At high energy collisions at the LHC, \( E \gg m \) and \( y \approx \eta \).

2.2 Proton-Proton Collisions

The Large Hadron Collider (LHC), which will be discussed further in section 3.1, is a proton-proton collider. The proton, as mentioned in section 1.1.1, is considered to be the bound state of three quarks: two up quarks and a down quark. However, proton-proton collisions cannot simply be thought of as six up and down quarks interacting. Inside the proton, massive amounts of quark and antiquark pairs, known as “sea quarks”, pop in and out of existence, along with the gluons that bind them together. At the high energies and short distance scales probed by the LHC, the valence quarks play essentially no role in the outcome of these collisions. In fact, the gluons carry about 50% of the proton’s momentum[63], and at high momentum transfer they play the dominant role in LHC collisions, as shown in Figure 2.3. So when two protons collide at the LHC, it is effectively a collision between two clouds of gluons and quarks. These collisions can be studied via the parton model. This model defines the protons as collections of point particles (partons) carrying a fraction \( x \) of the hadron’s momentum. The distribution of \( x \) depends on the momentum scale \( Q^2 \) that is probed.

When the two proton beams in the LHC intersect, the partons from one beam will interact with the partons from the other beam. In each collision there will be multiple high momentum transfer, “hard” scattering interactions between different pairs of protons. As discussed in section 3.2.6, the probability of producing an interesting physics event with high energy leptons or hadrons is low. Therefore, each time a physics event is stored for detailed analysis, in addition to the high energy, hard scattering process of interest, there will be additional hard scattering processes in the event. These additional hard scattering interactions are referred to as “pileup”. The additional particles produced threaten to cloud our knowledge of the hard scattering process at the primary
vertex. Methods of vetoing and subtracting pileup contributions to the event are discussed in sections 5.2, 5.3, and 5.4. The “underlying event” includes any particles in the event not due to the hard scattering process of interest. In addition to pileup, this includes initial and final state radiation from the beam, as well as lower energy “soft” scattering interactions between protons.

As quarks and gluons move apart after the collision, the increase in potential energy from the strong interaction produces a stream of collimated hadrons, known as a jet. Jet formation is shown in Figure 2.1. First, energetic quarks radiate gluons, which split into quarks. These quarks may still be energetic enough to radiate gluons, and the process continues. This is known as parton showering. Detailed simulations of this process are described in section 4.1.2. QCD confinement requires that the quarks and gluons are naturally grouped into colorless clusters. These clusters then separate into groups of hadrons after the conclusion of parton showering, which is known as hadronization. The identification of jets is discussed in section 5.4.1.

![Diagram of jet formation](image)

**Figure 2.1:** Diagram of jet formation occurring after a hard scatter event. First quarks and gluons are radiated in parton showering. Then they combine into colorless cluster before condensing into the hadrons that make up jets.

### 2.3 W Boson Production

W bosons are produced by deep inelastic scattering between partons, as show in Figure 2.2. The cross section of this process depends on the parton distribution functions. Examples of CTEQ6 parton distribution functions are show in Figure 2.3[80]. These parton distribution functions are used in *Pythia*, as discussed in section 4.1.2.
Figure 2.2: Diagram of W boson production. The function $F_2$ is the structure function of the incoming protons. Constituents of the proton carry momentum fractions $x_1$ and $x_2$, and the structure of the proton is probed at momentum scale $Q^2$.

$W$ bosons decay to leptons and quarks at equal rates. The $W$ may decay to an up/down quark pair, a charm/strange quark pair, or a lepton/lepton neutrino pair. The presence of the associated neutrino in the final state of the leptonic decay is necessary to conserve lepton flavor in the Standard Model, as discussed in section 1.1.2. The decay to a bottom/top quark pair is suppressed because of the high mass of the top quark. Each quark has three flavors, and there are three total leptons, so ultimately $W$ decay has six hadronic final states and three leptonic final states. This means that $W$ bosons decay to hadrons approximately 67% of the time and decay to leptons about 33% of the time. As discussed in section 3.2.5, due to CMS’s ability to detect and reconstruct muons with high efficiency, we look for $W$ bosons decaying to a muon and a muon neutrino. Because of lepton universality, the branching fraction of $W \to \mu\nu$ is about 11%.

$W$ boson production is studied based on the number of jets produced in association with the $W$ boson. An example of a single radiated jet is shown in Figure 2.4. The cross section for $W$ boson production from two partons scattering is given by equation 2.1 [23]. Here, $V_{ud}$ defines the probability for up-down quark transitions, $G_F$ is a fundamental constant of the Standard Model, $M_W$ is the mass of the $W$ boson, and $\hat{s}$ is the momentum of the diquark system. The hats on $\hat{s}$ and $\hat{\sigma}$ indicate that these values apply to one parton scattering off of another parton. To calculate the
Figure 2.3: Parton distribution functions in the CTEQ6 scheme[80]. As the energy $Q$ of the collision increases, the quarks involved carry less and less of the proton’s momentum and the applicability of pQCD increases.

The full cross section of $W$ production we must integrate over the parton distribution functions of the quarks involved:

$$\hat{\sigma}(ud \rightarrow W) = \frac{2}{\pi} |V_{ud}|^2 \frac{G_F}{\sqrt{2}} M_W^2 \delta(\hat{s} - M_W^2)$$

(2.1)

Figure 2.4: Example of the production of a $W$ plus one jet event.

Previous results from CMS measured at 8 TeV center of mass collisions[66] are shown in Figure 2.5.
Figure 2.5: W+jets production at CMS in 2012. Cross sections are shown in units of picobarns. The left plot shows exclusive jet binned (= NJets) results and the right plot shows inclusive jet binned (≥ NJets) results. Comparisons between theoretical predictions and data are shown in the ratio plots. Agreement is within statistical uncertainty.

2.4 Higgs Boson Phenomenology

As discussed in section 1.1.3, Higgs boson couplings are mass dependent. The more massive the particle, the stronger its coupling is to the Higgs. Top quarks, with a mass of 172 GeV, are the heaviest standard model particle. As a result, the dominant method of Higgs production is when two energetic gluons fuse together via a top quark loop, as shown in Figure 2.6. This is called gluon-gluon fusion. The estimated cross section is 19.27 pb at $\sqrt{s} = 8$ TeV and 43.92 pb at $\sqrt{s} = 13$ TeV.

Vector boson fusion (VBF) is the second most likely method of Higgs boson production, with an estimated cross section of 1.578 pb at $\sqrt{s} = 8$ TeV and 3.748 pb at $\sqrt{s} = 13$ TeV. It is shown in Figure 2.7. The two quarks that seed the jets are thrust apart in $\eta$ after vector boson radiation. This rapidity gap between the two highest $p_T$ jets in vector boson fusion allows us to distinguish this signal from events with a top quark and an antitop quark ($t\bar{t}$ events). The vector bosons that connect the final state quarks are colorless, and the final state jets will have no inherent strong force connection (section 1.1.2). However, in $t\bar{t}$ (figure 2.8) the top and antitop quarks will
be connected at a gluon vertex. Because gluons are color doublets (section 1.1.2) the two final state quarks may be color connected, meaning that they share the same color. If this is the case, then the increase in potential energy will cause central jet formation within the rapidity gap, distinguishing this background from the VBF Higgs signal. 2.9[52]. The Higgs may also be produced in associated with a vector boson or in associated with two top quarks. These channels are essentially negligible in a $H \rightarrow \mu\tau$ search.

Figure 2.6: Higgs production via gluon gluon fusion.

Figure 2.7: Higgs production via vector boson fusion.
As mentioned in section 1.1.3, the Higgs boson couples to all massive Standard Model particles, and the couplings take the form of mass terms in the Standard Model Lagrangian. The discovery of a Higgs boson with a mass of 125 GeV was announced on July 4 2012. The Higgs was discovered by searching for its signature decays, as shown in figure 2.11. The search was carried out in the $b\bar{b}$, WW, ZZ, $\tau\tau$, and $\gamma\gamma$ channels [9]. The largest significances were found in the ZZ and $\gamma\gamma$ channels. Those channels only required the straightforward reconstruction of electrons, muons, and photons, whereas the WW channel required the reconstruction of missing energy (section 5.5), the $\tau\tau$ channel required the reconstruction of missing energy and hadronic taus (section 5.4.2) and the $b\bar{b}$ channel required the reconstruction of b-jets (section 5.4.1.1). The $H \rightarrow ZZ \rightarrow 4\ell$ channel is a powerful channel for detecting and reconstructing the Higgs mass because it is the most likely channel that does not require the reconstruction of jets (section 5.4.1) or missing transverse energy (5.5) in the final state. $Z \rightarrow \ell\ell$ decays are well understood and it is straightforward to reconstruct the final states (sections 5.2 and 5.3). A Feynman diagram of this decay is shown in 2.10. Expected Standard Model branching ratios in the channels used to discover the Higgs are given in table 2.1. The agreement between theory and experiment is shown in figure 2.12. A graphic of all significant Higgs boson decay branching fractions is shown in Figure 2.11[18] for a variety of mass ranges. The mass of the Standard Model Higgs boson is approximately 125 GeV, as shown in figure 2.13. The four lepton final state signatures of the $H \rightarrow ZZ$ and $H \rightarrow \gamma\gamma$ channels were used to reconstruct...
At a mass of 125 GeV, the two most likely production modes are gluon gluon fusion and vector boson fusion.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Branching Fraction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H \rightarrow ZZ$</td>
<td>2.7</td>
</tr>
<tr>
<td>$H \rightarrow \gamma\gamma$</td>
<td>0.2</td>
</tr>
<tr>
<td>$H \rightarrow WW$</td>
<td>21.6</td>
</tr>
<tr>
<td>$H \rightarrow bb$</td>
<td>57.5</td>
</tr>
<tr>
<td>$H \rightarrow \tau\tau$</td>
<td>6.3</td>
</tr>
</tbody>
</table>

Table 2.1: Expected branching fractions in the channels used to discover the Higgs[9]

2.4.1 LFV Higgs Phenomenology

There is no known Higgs branching ratio to guide the $H \rightarrow \mu\tau$ search because this is the first direct measurement of $H \rightarrow \mu\tau$. The kinematics of this search are similar to the kinematics of the $H \rightarrow \tau\tau$ search carried out at CMS [37]. As discussed in section 5.4.2, tau leptons are detected at CMS via their hadronic decay mode ($\tau_h$) or their leptonic decay modes ($\tau_e, \tau_\mu$). Therefore, the final state objects, a muon and a tau, are exactly the same between the $H \rightarrow \mu\tau$ and the $H \rightarrow \tau_\mu\tau$
Figure 2.10: Decay of the Higgs boson to four leptons (muons or electrons).

channel of \( H \to \tau \tau \), making \( H \to \tau \tau \) a major background of the search. A significant difference between \( H \to \tau_\mu \tau \) and \( H \to \mu \tau \) is the distribution of missing transverse energy (MET) in the event. MET, which is discussed further in section 5.5, arises from neutrinos and other particles that CMS cannot detect. As shown in figure 1.2, tau decays will always produce neutrinos. The \( H \to \tau_\mu \tau \) channel will contain a muon neutrino associated with the muonic decay of the tau, but \( H \to \mu \tau \) contains no such neutrino. The only neutrinos will be associated with the tau decay. The MET distribution will be used to define the signal region in section 6.1.
Figure 2.11: Higgs decay branching fractions[18]. The mass of the Standard Model Higgs is 125 GeV.
Figure 2.12: Comparison of experimental and theoretical measurements of Higgs production and decay modes. The decay modes are expressed as ratios of the $H \rightarrow ZZ$ decay mode. [9]
Figure 2.13: Results of Higgs mass measurements. The combined result is approximately 125 GeV. [8]
Chapter 3

Experimental Design

3.1 LHC

The Large Hadron Collider (LHC) is a proton-proton collider located at CERN in Geneva, Switzerland [54]. The LHC was designed to collide protons at a center of mass energy of 14 TeV. It has operated at a center of mass energy of 7 TeV in 2011, 8 TeV in 2012, and 13 TeV in 2015. The following paragraphs will explain how the LHC creates and collides its proton beams.

The protons used in LHC collisions begin the process as the nuclei of hydrogen atoms in a bottle of hydrogen gas. An electric field is applied, separating the protons and electrons in hydrogen. The protons are then accelerated through Linac 2 (figure 3.1) up to an energy of 50 MeV. Linac 2 uses radiofrequency (RF) cavities that create alternating electrical fields in conductors. These alternating fields continuously accelerate the protons along the beamline.

The protons then enter the Proton Synchotron Booster (PSB), which accelerates them up to 1.4 GeV. The PSB accelerates the protons in a circle, using RF cavities in conjunction with dipole magnets to guide the circular path of the beam and quadropole magnets to focus the beam. The Proton Synchotron (PS) accelerates the protons up to 25 GeV, and finally the Super Proton Synchotron (SPS) accelerates the protons up to 450 GeV, preparing them for their arrival in the LHC.

After entering the LHC, the protons are further accelerated up to their intended collision energy. The first run, in 2011, accelerated the protons up to 3.5 TeV. This was increased to 4 TeV in 2012, and to 6.5 TeV in 2015. The two proton beams travel in opposite directions around the LHC ring, which is 27 km in circumference. Therefore, the center of mass energy of collisions is
Figure 3.1: The series of accelerators and experiments that make up CERN [74]

twice as much as the energy of the individual beams. The beams are crossed at points within each of the major LHC experiments, producing proton-proton collisions.

The beams in the LHC travel in opposite directions around the LHC in vacuum sealed beam pipes and are controlled using superconducting NbTi magnets, which are cooled down to below 2K using liquid helium. The magnets are designed to produce a magnetic field of 8.3 T, which requires a current of 11850 A. Superconducting magnets are required so that the magnets don’t act as resistors against the high current needed to sustain the high magnetic field. There are 1232 dipole magnets, which bend the beams in their circular paths, and 392 quadropole magnets, which keep the beams focused. The beam is accelerated by RF cavities operating at a frequency of 400 MHz.

The protons in the beam are divided up into “bunches”. Each bunch contained about $1.7 \times 10^{11}$ protons in 2012 and about $1.1 \times 10^{11}$ protons in 2015. In 2012, the LHC ran with 1374 bunches per beam, with 50 ns spacing in between bunches. In 2015, the number of bunches per beam was gradually increased up to 2244 bunches per beam, with 25 ns bunch spacing. However, the intensity of the beam was lower in 2015 than in 2012. The transverse emittance ($\epsilon$) is a measure of the beam’s cross sectional area in its phase space. It was 1.8 $\mu$m in 2012 and about 3 $\mu$m in 2015.
The $\beta$ function in accelerator physics relates the transverse emittance to the cross section area of the beam ($\sigma_x\sigma_y$) via: $\beta = \sigma_x\sigma_y/\epsilon$. The value of the $\beta$ function at the interaction point is referred to as $\beta^*$, which has increased from 0.6m in 2012 to 0.8m in 2015.

The performance of the LHC can be measured by how many proton-proton collisions it creates. The number of events generated per second at the LHC ($N$) is given by: $N = L\sigma$, where $\sigma$ is the proton-proton cross section (section 2.2) and $L$ is the luminosity. The luminosity is proportional to the square of the number of particles per bunch, the number of bunches, and the revolution frequency of 11.2 kHz, and inversely proportional to $\epsilon$ and $\beta^*$. The peak luminosity delivered to CMS by the LHC in 2012 was $7 \times 10^{33} s^{-1} cm^{-2}$, and at 2015 it was $5.33 \times 10^{33} s^{-1} cm^{-2}$. While 2016 data is not contained in this thesis, the LHC performance has improved significantly. The luminosity is currently at $1.0 \times 10^{34} s^{-1} cm^{-2}$, which has been achieved by decreasing $\beta^*$ to 0.4m.

### 3.2 CMS

#### 3.2.1 Overview

The Compact Muon Solenoid (CMS) detector is a mostly hermetic detector at the LHC that is responsible for detecting the hadrons, photons, and charged leptons in an event after the proton-proton collisions [54]. CMS contains a superconducting magnet which produces a 3.8T magnetic field along the beamline. The innermost component, the tracker, measures the trajectory of all charged particles in the event. The electromagnetic and hadronic calorimeters measure the energy deposits of electrons, photons, and hadrons in the event. Muons are highly penetrating particles, so the muon system must reside furthest from the interaction point, outside the magnet. The iron yoke in the muon system responds to the magnetic flux of the 3.8 T magnet and creates a 2 T magnetic field, allowing the $p_T$ of the muons to be measured. A cross section of CMS is shown in figure 3.2.

A diagram of CMS’s geometry is in figure 3.3. The $z$ direction points along the beamline and the $x - y$ coordinate system is perpendicular to the beamline, with the $x$ axis pointing towards the center of the LHC. The azimuthal angle in the $x - y$ plane is $\phi$ and the polar angle with respect to the $z$ axis is $\theta$. The Lorentz invariant quantity $\eta$ (pseudorapidity) is commonly used in place of $\theta$, where $\eta = \ln(tan(\theta/2))$. 
3.2.2 Tracker

The tracking system was built to provide accurate measurements of the trajectories of charged particles. A charged particle in a magnetic field will move in a circle of radius \( R = \frac{qBp_T}{T} \), where \( q \) is the charge, \( B \) is the magnetic field, and \( p_T \) is the momentum transverse to the magnetic field. Therefore, by reconstructing the trajectories of charged particles, we can determine their radius of curvature and hence their momentum. The tracker also enables us to determine if particles originated from primary or secondary vertices.

The tracker has two major components: an inner pixel detector and an outer silicon strip tracker. The pixel detector has three layers, at 4.4, 7.3, and 10.2 cm from the beamline. The silicon strip tracker has 10 layers extending to a radius of 1.1 m. Endcaps in each system extend the range in \( \eta \) out to 2.5. There are 1440 pixel modules and 15148 silicon strip modules. The radiation length of the tracker varies as a function of \( \eta \), as shown in figure 3.4. A laser alignment system with a wavelength of 1075 nm is regularly used during data taking to check the position of the tracker. The system can monitor movements down to 10\( \mu \)m.

A high resolution pixel detector is necessary to deal with the high particle flux close to the beamline. At the design luminosity of \( 10^{34} \text{cm}^{-2}\text{s}^{-1} \), the pixel detector must withstand a hit rate density of 1 MHz/mm\(^2\) at its inner radius of 4.4 cm. The high rate requires the use of pixelated detectors close to the beamline. The pixel sensors are rectangles of size 100\( \times \)150\( \mu \)m\(^2\). The resolution in the pixel detector is about 20 \( \mu \)m in the radial direction and 25 \( \mu \)m in the longitudinal direction[76].
This degree of resolution allows the pixel detector to detect displaced secondary vertices from the decay of B hadrons, as discussed in section 5.4.1.1. The pixel detector is divided into two components: the barrel layers (BPix) and the endcap disks (FBix). The BPix contains 48 million pixel sensors while the FPix contains 18 million.

The pixel sensors are n+ doped and are bonded to an n doped substrate, with a pn junction on the backplane of the substrate. This means that both the pixel sensors and the substrate have more electrons that holes, but the electron to hole ratio is higher in the pixel sensor than in the substrate. When a charged particle passes through the substrate, it causes a cascade of electrons to move towards the pixels, creating an electrical impulse. Readout chips, which amplify the signal, are bump bonded [43] to the pixel sensors. The Token Bit Manager (TBM) chip controls the readout of groups of pixel sensors. It is connected via optical fibers to the data acquisition system (DAQ) and requires the pixel output to be synchronized with the trigger.

Further from the beamline, the lower flux of particles permits the use of silicon micro-strips of size $10cm \times 80\mu m$ between $20 cm < r < 55 cm$ and size $25cm \times 180\mu m$ in the region $55 cm < r <$
110 cm. The microstrips are n-p silicon sensors, and there are 9.3 million in total. The inner barrel of the silicon strip tracker contains four cylinders which are 25.5 cm, 33.9 cm, 41.85 cm, and 49.8 cm away from the beam axis. The barrel extends in the z direction from +70 cm to -70 cm. To extend the range in \( \eta \), inner disks of the tracker are placed in groups of three in between \( \pm 80 \) cm and \( \pm 90 \) cm in the z direction. This setup gives coverage throughout the \( \eta < 2.5 \) region.

The outer barrel of the tracker consists of a wheel with 688 rods, which support the silicon strips. The rods with the silicon detectors are inserted into the wheel at radii of 60.8 cm, 69.2 cm, 78.0 cm, 86.8 cm, 96.5 cm and 108.0 cm. The rods are angled such that they overlap in \( \phi \) and provide full coverage in each layer.

The tracker endcaps extend the range of the tracker in the z direction, from \( \pm 124.0 \) cm to \( \pm 280.0 \) cm. They also cover the radial range of 22.0 cm to 113.5 cm. Each endcap consists of nine circular discs, and each disc holds 16 petals, which are structures that hold modules of silicon sensors. The modules are angled to overlap and give full coverage in \( \phi \). A full schematic of the tracker is show in figure 3.5.

### 3.2.3 ECAL

The electromagnetic calorimeter (ECAL) is a mostly hermetic homogeneous hermetic calorimeter that measures the energy deposits from electrons and photons. The calorimeter is composed of approximately 68000 crystals in the barrel and endcaps. A drawing of the ECAL is shown in figure
3.5. Figure 3.5: Layout in $r$, $\eta$, and $z$ of the CMS tracker and its components. [40]

3.6.

Figure 3.6: Diagram of the ECAL[54].

The lead tungstate crystals are well suited for the ECAL. The crystals are have a high density of 8.28 $g/cm^3$, a short radiation length of 0.89 cm, and small Moliere radius of 2.2 cm. The radiation length is defined as the mean distance for an electron's energy to decrease by $1/e$. The Moliere radius is defined as the radius of a cylinder that contains 90% of the electron shower's
radiation. The density, radiation length, and Moliere radius of the lead tungstate crystals allows the ECAL to be compact and have high granularity. The crystals respond to the passage of electrons and photons by emitting blue/green scintillation light at a wavelength of 420-430 nm. The crystals emit 80% of their scintillation light in 25 ns, which corresponds well to the design 25 ns bunch spacing of the LHC, as discussed in section 3.1. The crystals are radiation resistant, but do have a limited tendency to develop defects when exposed to radiation. These defects will absorb the scintillated light. The crystal behavior is also very sensitive to temperature. Corrections for these irregularities are determined by applying laser pulses with a known intensity to the crystals and measuring the response.

The barrel of the ECAL (EB) contains 61,200 crystals and covers the range $|\eta| < 1.4442$. The crystals are angled slightly to avoid creating cracks in the ECAL. The crystals cover an area in the $\eta - \phi$ plane of 0.0174 $\times$ 0.0174. The barrel has a radial depth of 25.8 radiation lengths, which corresponds to 23.0 cm. The crystals are grouped into modules which have an $\eta$ dependent geometry and each contain 400-500 crystals. A supermodule is made up of four modules and contains 1700 crystals. There are 36 supermodules in EB. The scintillation light from each crystal is detected with avalanche photodiodes (APD), which are mounted to the backs of crystals in pairs. A diagram of an APD is shown in figure 3.7.

![Figure 3.7: Operation of an APD in the EB][28]
The endcaps of the ECAL (EE) cover the range $1.566 < |\eta| < 2.5$. Each endcap has two disc shaped mounts (Dee’s) for the crystals. The crystals in each Dee are supported in units of 5x5 crystals which are called supercrystals. The supercrystals are arranged rectangularly on each Dee in an x-y grid. Each crystal has a length of 22.0 cm, corresponding to a radiation length of 24.7. There are about 14500 crystals total in the EE. The scintillation light is amplified by vacuum phototriodes (VPT). VPTs are used in the endcap due to their ability to withstand the large hadron flux in the forward region. A schematic of a VPT is show in figure 3.8.

![Schematic of a VPT in the EE](image)

The detector electronics reads the output of a trigger tower (5 x 5 crystals) and generates digital $E_T$ sums that are sent to the L1 trigger (section 3.2.6) every bunch crossing.

The energy resolution of the ECAL is given by

$$\frac{(\sigma_E)^2}{E} = \left(\frac{A}{\sqrt{E}}\right)^2 + \left(\frac{B}{E}\right)^2 + (C)^2$$ (3.1)

In equation 3.1, there are three experimentally determined terms. $A$ is a stochastic term that takes energy fluctuations into account. It is determined to be 2.8%. $B$ is a noise term representing noise from the electronics and pileup. It is 0.12. $C$ is a constant term that represents the uniformity and stability of the ECAL. It is measured to be 0.3%.
There is an additional component of the ECAL called the Preshower. It is located in front of the ECAL for $1.653 < |\eta| < 2.6$. The preshower consists of silicon strip detectors located behind 2 radiation lengths, plus an additional radiation length of lead absorber [44]. The preshower is used to discriminate against boosted $\pi^0$'s, which decay into photon pairs. If the $\pi^0$ is sufficiently boosted the photon pairs may not be resolved properly in the ECAL and the $\pi^0$ will be reconstructed as one photon. The preshower is able to resolve these events, thus reducing a significant background to diphoton analyses.

3.2.4 HCAL

The hadronic calorimeter (HCAL) is designed to detect hadronic energy deposits, such as jets. It consists of four components: the barrel (HB), endcap (HE), a forward region that covers high $|\eta|$ (HF), and an outer region designed to detect energetic hadronic showers (HO).

HB covers the region $|\eta| < 1.3$. It has 14 layers of brass absorber mounted between steel front and back plates. Brass was chosen due to its short interaction length and lack of magnetic behavior. The thickness of the HCAL is measured in interaction lengths, which is the mean distance for a hadronic particle to travel before undergoing inelastic scattering with a nucleus. HB ranges from 5.8 interaction lengths at $\eta = 0$ to 10.6 interaction length at $|\eta| < 1.3$. Trays of plastic scintillator are inserted between layers of the brass absorber. Hadrons interact with the brass, losing energy and producing electromagnetic showers. These showers produce light in the plastic scintillator, which is read out via wavelength shifting fibers connected to hybrid photodiodes. HE covers the region $1.3 < |\eta| < 3.0$ and also extends for a length of 10 interaction lengths.

The HF covers the region $3.0 > |\eta| < 5.0$. This is a high radiation region, and HF must be particularly radiation hard. Instead of brass absorber and plastic scintillator, HF uses steel absorber and quartz fibers. The steel plates are 0.5 cm thick and 165 cm (10 interaction lengths) long. Quartz fibers are inserted into the grooves 0.5 cm apart. There are two sets of fibers: one for identifying $e/\gamma$ showers and one for identifying hadronic showers. The $e/\gamma$ fiber set runs over the full length of the detector while the hadronic set starts 22 cm from the front of the detector, because the $e/\gamma$ showers deposit most of their energy in the first 22 cm. As the charged particles pass through the quartz fibers Cherenkov radiation is emitted, which is detected by photomultiplier tubes (PMT). This extension of HCAL into the forward region significantly reduces the number of jets that leave CMS undetected. HF is necessary to detect jets with large $\eta$ separation, such as in
Higgs boson production via vector boson fusion, as discussed in section 2.4. HF is also important for reconstructing the missing transverse energy. As discussed in section 5.5, the missing energy is reconstructed by examining momentum imbalances in CMS. If the visible decay products escape CMS, valuable information about the missing energy is lost. HF significantly improves the coverage of the detector, which in turn significantly improves the reconstruction of missing energy.

The HO portion of the HCAL is located just outside the CMS magnet, covering the region $|\eta| < 1.3$. It complements HB by providing an additional three radiation lengths of material for detecting energetic hadronic showers. HO consists of five rings extending along the beam axis. Each ring consists of 72 sections, which in total provide full $\phi$ coverage. Each tile of HO matches a tile in HB. Like HB, the tiles of HO are made of plastic scintillator, and the light from the scintillator is read out with wavelength shifting fibers. During 2012 data taking, hybrid photodiodes were used to measure the output of HO, but they did not perform as expected, partly due to their proximity to the magnet. In 2015 they were replaced by silicon photomultipliers (SiPMs), which offered magnetic field insensitivity and higher gain[72].

3.2.5 Muon System

The muon system is located outside of CMS’s magnet and located inside an iron yoke that returns the flux of the magnet, resulting in a magnetic field of 2T. The yoke also absorbs hadrons, thus increasing the efficiency of the muon system. In order to reach the outer muon stations, hadrons that have “punched through” the HCAL must then travel through an additional 10 interaction lengths of iron. This means that there is only a .004% chance that these hadrons will reach the outer muon station without scattering inelastically and distinguishing themselves from muons. The muon detectors are gas based in order to cover a large surface area. Muons are detected when they ionize the gas, resulting in showers of charged particles that induce an electrical current on high voltage electrodes. The muon system is located beyond 10 nuclear interaction lengths to greatly reduce hadronic punchthrough. Muon hits and track segments are reconstructed at an efficiency of 95-98% [39].

In the barrel ($|\eta| < 1.2$), drift tubes (DT) are used to track muons. The drift tubes are located in four stations, which are cylinders surrounding the beam line. The three inner chambers have 60 drift tubes and the outer chamber has 70 drift tubes. Muons passing through the drift tubes will ionize the gas mixture of 85% Ar, 15% CO$_2$. The maximum path of drift in the chamber
is 2.1 cm, corresponding to a maximum drift time of 380 ns. The spatial resolution in the DTs is approximately 1 mm[39]. The anode wires are kept at a positive potential of 3600V while the electrode strips are kept at a negative potential of -1200V. Electrons will naturally flow to the higher potential, due to their negative charge. Any ionized electrons will flow away from the electrode to the anode wire, inducing a measurable current. A schematic of a drift tube is show in figure 3.9

![Figure 3.9: Schematic of a DT[54].](image)

In the endcap (0.9 < |\(\eta\) | < 2.4) muons are detected using cathode strip chambers (CSC). In 2012, there were 468 CSC’s in CMS. This allowed for an endcap/barrel overlap region in 0.9 < |\(\eta\) | < 1.2 where the muons are detected with DTs and CSCs. From 1.2 < |\(\eta\) | < 2.4, each muon will cross 3-4 CSCs. As shown in 3.10 each CSC has 7 layers of cathode strip panels, each separated by a gas gap filled with anode wires. There are about 400 wires per CSC. The gas mixture used is 40% Ar, 50% CO\(_2\) and 10% CF\(_4\). Each wire is separated by 3.12 mm. The cathode strips extend in the radial direction, with a width that increases from 4 mm to 16 mm as the distance from the beam increases. The interpolation of the charge on consecutive cathode strips allows the \(\phi\) position to be determined up to an uncertainty of 0.2 mm[45]. In preparation for 2015 running, new CSCs were added, increasing the number of CSCs from 468 to 540. The presence of the new CSCs fills a gap in the muon system where muons only passed through three layers of CSCs in 2012. Now all muons in the endcap will pass through four layers of CSCs, adding a layer of redundancy because only three
hits out of four stations are required to identify potential muon candidates.

In both the endcap and the barrel, resistive plate chambers (RPC) are used as a redundant trigger system. RPCs are gaseous parallel plate detectors that can identify the time of a muon track within 1 ns, significantly faster than the 25 ns in between bunch crossings. The muon system identifies the correct bunch crossing in 99.5% of events [39]. RPCs consist of two resistive plates 2mm apart with a gas gap in between. Muons will ionize the gas, which will cause a current to flow in detecting pads on the resistive plates. The spatial resolution of the RPCs is 1.2 cm [39]. In total, 480 RPCs are in CMS, extending 245.5 cm along the beamline. In 2012 the RPCs extended up to $|\eta| < 1.6$. By 2015, additional RPCs were built, extending the system in the endcaps up to $|\eta| < 2.1$.

### 3.2.6 Trigger

The CMS trigger system selects potentially interesting physics events among the hundreds of millions of proton-proton collisions per second. The Level 1 (L1) trigger takes inputs from the calorimeters and muon system to reduce the event rate to 100 kHz. Events that pass the L1 trigger are selected for further processing in the High Level Trigger (HLT), which reduces the rate further to 1 kHz.

The L1 trigger reads events from the detectors at a rate of 40 MHz. The goal of the L1 trigger is to quickly accept or reject events which may contain promising physics by examining basic
detector information, such as energy sums in the ECAL and HCAL. The L1 trigger accepts or rejects events within 4 μs. A flow chart for the L1 trigger is shown in figure 3.11. The L1 trigger is divided into two parts: the calorimeter trigger and the muon trigger.

![Workflow of the L1 trigger. The Global Muon Trigger returns the leading four muon candidates while the Global Calorimeter Trigger returns electron, jet, and tau candidates as well as energy sums.](image)

### 3.2.6.1 Level 1 Trigger

The L1 calorimeter trigger consists of the regional calorimeter trigger (RCT) and the global calorimeter trigger (GCT). The regional calorimeter trigger contains 4176 trigger towers. Of these trigger towers, 3456 are mapped to regions of 5x5 crystals in the ECAL and the corresponding single readout towers in the HCAL. Each trigger tower in the central region (|η| < 3.0) covers a region of 0.087 × 0.087 in the η – φ plane. Sums from ECAL and HCAL are computed in 4x4 regions of trigger towers. For 3.0 < |η| < 5.0, only HF contributes sums. The RCT is detailed in figure 3.12. The trigger regions in this regime have the same granularity in φ (0.348), but a coarser granularity in η (0.500). The $E_T$ sums from HF are simply passed on to the GCT. ECAL and HCAL each send 8 bit compressed $E_T$ sums along with a fine grain bit that indicates if 90% ECAL
energy in a trigger tower is restricted to a 2x5 crystal region in $\eta - \phi$. The RCT performs regional sums of the ECAL and HCAL energies and stores an H/E bit for an electron isolation, indicating if the HCAL energy is less than 5% of the ECAL energy. Electron/photon candidates are constructed from 2x1 trigger towers. The RCT then identifies one isolated $e/\gamma$ candidate and one non-isolated $e/\gamma$ candidate per 4x4 trigger tower region. The jet/summary card sorts the four highest energy isolated and nonisolated candidates and passes them on to the GCT.

The RCT also calculates a tau veto bit for each 4x4 region, which requires the tau candidate to deposit its energy in a compact configuration of trigger towers, as shown in figure 3.13. The tau veto bit and the HCAL and HF $E_T, H_T$ (hadronic transverse energy) and MET sums are also passed on to the GCT, as shown in figure 3.12. The GCT uses this information to compute the four highest energy central jets, forward jets, taus, and MET. In 2012, taus and jets were identified in 12x12 trigger tower regions. The tau veto bit requirement was applied to each of the 4x4 regions in the 12x12 tau. The object was only identified as a tau and sent to the GCT if each 4x4 region passed the tau veto bit requirement. This information is sent to the global trigger, where it is combined.
with information from the global muon trigger, and the event is the accepted if it passes a L1 trigger cut, or vetoed and thrown away if it does not. This information is used to select physics events.

Figure 3.13: For each 4x4 trigger tower region, the individual trigger towers where the ECAL or HCAL energy is above 3 GeV are examined. If they form one of the seven shapes on the right of the figure, the 4x4 region passes the tau veto. Taus deposit their energy in a smaller region than jets, so all 4x4 regions in the tau candidate are required to pass the tau veto selection [6].

An upgrade to the calorimeter trigger was introduced for 2015 data taking. The GCT was replaced by new electronics, and a new interface was added for the existing RCT. Existing copper wires linking the RCT to the GCT and ECAL were replaced by optical links. The oRSC (optical regional summary card) was developed by Wisconsin engineers to convert the RCT output to an optical format. The upgrade allowed for improved pileup subtraction algorithms that made the jet energies roughly pileup independent, as well as improved algorithms for taus. Taus are built from groups of 4x8 trigger towers and were dynamically constructed, combining a 4x4 trigger tower region with its highest energy non diagonal neighbor. The improvement in tau efficiencies from 2012 to 2015 is shown in figure 3.14. The isolated taus are required to have roughly 90% of the energy in the 12x12 trigger tower region centered on the tau to fall in the 4x8 region.

The Global Muon Trigger (GMT) takes inputs from the DTs, CSCs, and RPCs. The DTs and CSCs have associated track finders. They both build the four best muon candidates from the event and pass them on to the GMT. The RPC pattern comparator selects four muon candidates from the barrel and four from the endcaps, and sends the information to the GMT. The GMT then combines the information from the DTs, CSCs, and RPCs to build the four leading muon candidates.
in the event.

3.2.6.2 High Level Trigger

Events that pass the L1 trigger are sent to the High Level Trigger (HLT) for further analysis. The events passing the L1 trigger are read out at full granularity, including the tracker data, and are reconstructed much more carefully at the HLT level than they were by the L1 trigger algorithms. The detector data for each event that passed the L1 trigger is sent to a large computing farm with over 13,000 CPUs for the extensive HLT processing. The computing area is located above ground next to the CMS detector to minimize transfer time. Each HLT trigger has an associated path,
which is a detailed series of instructions that reconstructs objects using the full detector information before applying the trigger. Both LFV Higgs and W+jets have a final state muon. Because muons are reconstructed with high efficiency at CMS, as mentioned in section 5.3, we choose events passing the muon HLT triggers, which have almost 100% efficiency.
Chapter 4

Event Simulation

Particle interactions at CMS are computationally intensive to model. The strong nuclear force plays a dominant role in proton-antiproton collisions, but calculations involving QCD depend on large numbers of terms that define interactions between many quarks and gluons. At short distances, on the order of a femtometer, we can define the momentum scale $Q$ to be much greater than $\Lambda_{QCD}$, as defined in section 1.1.2. This means that the effects of QCD can be calculated perturbatively (pQCD), which means that high order terms can be neglected and the calculations can be simplified. However, there are large amounts of soft radiation at $\Lambda_{QCD}$, as explained in section 2.2, which necessitates the use of computational software.

The interactions of the collision products with the detector also need to be modelled via simulation. Accurate models of physical processes at CMS are vital for testing existing theories and searching for new ones, so accurate modelling of these processes is very important for CMS and for particle physics in general.

4.1 Monte Carlo Event Generation

Physical processes at CMS are simulated using a class of software called Monte Carlo generators. These programs are named after the location of the famous casino because Monte Carlo software leans heavily on random number generation to simulate the kinematic distribution and decay chains of the event products. When using Monte Carlo software to simulate collisions, the user must specify the center of mass energy, the initial colliding particles, and the desired final products. Additional parameters can be defined by the user, such as the hadronization scale discussed in section 4.1.3.
The three main components of Monte Carlo simulation are matrix element computation, parton showering, and hadronization.

### 4.1.1 Matrix Elements

Once the initial and final state particles are specified, a series of Feynman diagrams are created. From the matrix elements discussed in section 1.1.2, production amplitudes are computed for the process. However, this calculation provides only a very basic picture of the event and neglects soft radiation at the pQCD scale.

### 4.1.2 Parton Showering

As discussed in section 2.2, in high energy collisions protons can be modelled as collections of partons where the partons are point like particles carrying a particular fraction of the proton’s momentum. Parton distribution functions, as discussed in section 2.2, provide a model of how the protons will interact in a collision.

After the proton-proton collisions, Sudakov Form Factors\[79\] are computed, which represent the probability of a parton splitting into multiple partons. A low momentum bound for splitting is defined, and all partons above this threshold are randomly split in accordance with the probability of splitting. Color is properly accounted for at each vertex. Parton showers simulate QCD radiation emitted by quarks in the form of gluons, or a gluon splitting into two quarks.

At this point it is necessary to reconcile the matrix element computation, which represents high energy hard scattering, with parton showers, which model soft radiation. Two methods are available. The matrix element and parton shower method (ME+PS) and the next to leading order and parton shower method (NLO+PS)\[79\]. In the ME+PS method, matrix elements are computed for the fundamental process with the addition of \( n \) partons. The additional partons are required to be separated by a specified transverse momentum threshold. The momentum threshold is chosen to be at the upper limit of pQCD. In this way, the event can be computed accurately at large angle via matrix element methods, and then parton showering algorithms can be applied to the additional partons in the event. The ME+PS method is good for simulating events with many hard jets that are well separated. These kind of jets are simulated much better with tree level computations rather than lower energy pQCD parton showering. The next to leading order and parton shower method (NLO+PS) extends to parton shower method to next to leading order to QCD.
4.1.3 Hadronization

After parton showering, the event consists of the hard final products and many soft partons, as defined in section 2.2. At this point, the partons must transform into color singlet final state hadrons. One way to do this is the Lund string model[23]. In this model, quark and anti-quark pairs are connected by color “strings” with a potential $V(r) = \kappa r$, where $r$ refers to the distance between the quarks and $\kappa$ is a dimensionless constant that defines the strength of the potential. Since the potential is directly proportional to the distance between the quark pairs, the energy of the system increases as the quarks move further apart. Eventually, the energy of the system is enough to generate an additional quark/anti-quark pair, which effectively breaks the string into two separate string, as shown in figure 4.1. The $p_T$ of the quark or anti-quark is $< p_T^2 > = \kappa/\pi$ and the Lund fragmentation function[79] defines the fraction of the longitudinal momentum of the endpoint particle that is imparted to its recently produced neighbor. In this fashion, the kinematic variables of the produced hadrons are known, and the shower continues until an energy scale cut-off is reached.

![Figure 4.1: An illustration of the Lund string model. As the quark/anti-quark pair move further apart, the increase in potential energy creates an additional quark/anti-quark pair.](image)

4.1.4 Monte Carlo Generator Software

A variety of different Monte Carlo generators are used at CMS. MadGraph[14] is used to compute matrix elements. Next to leading order (NLO) matrix elements can be computed with the aMC@NLO[14] version of MadGraph or with Powheg[12] [57] [78]. NLO calculations are vital for accurately depicting physical processes such as W+Jets or Z+Jets. These calculations include quark and gluon loops that complement the fundamental hard scattering process. However,
MadGraph and Powheg do not include parton showering and hadronization, which are necessary for accurate modelling of proton-proton collisions and jet formation, as discussed in section 2.2. The output of the matrix element generators are piped into Pythia, which models parton showers and hadronization using the Lund String Model. While Pythia is a powerful tool for calculating parton showering and hadronization, it is only a leading order (LO) generator, so it must receive matrix element results MadGraph or Powheg to give results at the desired degree of precision. After hadronization, some heavy states may still need to decay. The $\tau$ lepton is too short lived to be directly observed in the detector, so any Monte Carlo simulation must decay the $\tau$ further. Tauola [88] is interfaced with Pythia to provide an accurate view of $\tau$ decay by taking into account $\tau$ helicity and polarization. The Monte Carlo for FeMtobarn (MCFM) program [31][33][32] is used to calculate the expected cross sections of the Monte Carlo simulation.

4.2 Detector Simulation

After the simulation of the physical process, complete with parton showering and hadronization, the interactions of the final state particles with the CMS detector must be modelled. This is done using GEANT4[13]. First, an accurate model of the CMS detector must be built in GEANT4, defining both the geometry and material components of the detector. The simulation is then carried out in two steps: tracking and detector response. The tracking step simulates the passage of particles through matter, modelling the energy lost based on the particles and the detector material. The next step is to model the detector response. This will simulate the signal that each event will create. After the the GEANT4 simulation has completed, the output is converted to the same software format as the actual data and then reconstructed with the same algorithms discussed in section 5.1. The fully simulated events will retain all of the original Monte Carlo scattering information, so we can now understand what a particular physical process will look like from the point of view of the CMS detector. This allows us to study and improve the reconstruction of proton-proton collisions at CMS.
Chapter 5

Event Reconstruction

Studying physical processes requires reconstructing the particles in each event from the detector response. This is accomplished via the particle flow algorithm, which is discussed in section 5.1. Specific applications to physics objects are discussed in subsequent sections of this chapter. In particular, the important objects for $H \rightarrow \mu\tau$ are muons, electrons, hadronic tau deposits, jets, and missing energy. The important objects for W+Jets are muons, jets, and missing energy.

5.1 Particle Flow Overview

As discussed in section 3.2, the CMS detector is divided into many layers, each of which is responsible for measuring a unique part of an event. The detector response from each layer can be thought of as a building block for an event. Particle flow uses a series of algorithms to link these blocks to reconstruct the particles in the event. More specifically, particle flow algorithms link tracks in the tracker to energy deposits in the calorimeters or tracks in the muon system. Energy deposits that have no tracks associated with them are assumed to be due to neutral particles. Effective tracking algorithms are necessary before most particles can be identified.

Tracking algorithms build up the full tracks iteratively. Track construction begins by identifying hits in the pixel layer. There must be hits in at least three pixel layers with an energy of at least 200 MeV [41]. These collections of hits are used to seed a track. The track is then propagated to subsequent layers of the tracker by a Kalman Filter technique [59]. A $\chi^2$ fit is then used to identify the silicon strip hits that best correspond to the pixel triplets. All hits in the track are then removed from the list of hits to consider, and the algorithm is repeated for subsequent collections
of pixel triplets and silicon strip deposits. This is shown in figure 5.1.

Nuclear interactions in the tracker material can cause tracks to appear displaced. These interactions are identified by linking three tracks to a common secondary vertex. A secondary vertex is a vertex that is displaced from the primary vertex of the collision. The primary vertex is identified by selecting the vertex with the highest $p_T^2$ sum of its associated tracks. A primary track is required to link the secondary vertex to the primary vertex. The tracks linked to the secondary vertex are required to have an invariant mass greater than 200 MeV. These secondary vertices are distinguished from those discussed in section 5.4.1.1 by their distance from the beam axis. Identified secondary vertices from b-jets are required to form within $d_{xy} < 0.2$ cm of the beam axis, but as discussed in section 3.2.2, the innermost component of the tracker is located at $d_{xy} = 4$ cm from the beam axis.

After identifying the tracks, their positions are extrapolated to associate them with energy deposits in other parts of the detector. Due to the magnetic field, the radius of the track will depend on the particle’s momentum. The momentum of the track is compared to the energy measured in the calorimeters or the muon system to determine if the track was associated with the deposit. In this way, tracks and calorimeter deposits are linked together to reconstruct each particle of the event. Each particle type has its own unique reconstruction conditions, which are described below.

5.2 Electrons

Electrons are identified by associating tracks found in the ECAL to objects known as “super-clusters.” As electrons interact with the tracker, they will lose kinetic energy in the form of radiated photons. This is known as bremsstrahlung radiation [61]. These radiated photons are not affected
by the magnetic field of CMS. As a result, the electron energy will be spread out in \((\eta, \phi)\) in the ECAL because the radiated photons are unaffected by the magnetic field.

Tracks from the standard iterative tracking procedure (section 5.1) are used as electron candidates. Their \(p_T\) is required to be greater than 2 GeV. The electrons may not interact substantially with the tracker, so if the track is propagated to the ECAL (section 3.2.3) and if its \(p_T\) matches the ECAL cluster deposit, then the track is pre-identified as an electron. Otherwise the track is fit with a Gaussian-sum filter (GSF) to account for the non-Gaussian energy loss \([10]\) in the tracker. A boosted decision tree\([65]\) is then used to select the final GSF electron track candidates.

Photons are neutral particles and will therefore not leave any tracks in the tracker. Bremsstrahlung photons are reconstructed by examining tangents to the tracks at each tracker layer, where the bremsstrahlung radiation may have occurred as the electrons passed through the layer. These tangent tracks are extrapolated to the ECAL. If any of the extrapolated bremsstrahlung photon tracks are associated with clusters in the ECAL, then those ECAL clusters are considered part of the electron supercluster. A similar procedure is used to add clusters associated with bremsstrahlung photon \(e^+e^-\) pair production. Tracks associated with the supercluster have a high probability of being associated with jets or other particles. A more sophisticated method is needed to properly associate electron tracks with the supercluster.

The GSF electron tracks are matched to an ECAL supercluster of at least 10 GeV. No more than 10% of the ECAL energy should be found in a topologically linked section of the HCAL. A boosted decision tree\([65]\) takes as inputs the ECAL energy, HCAL energy, GSF track quality, among other parameters, and is trained to identify electrons. If there is no associated GSF track the particle flow candidate is defined as a photon. The reconstruction efficiency for electrons is about 90% for \(p_T > 20\) GeV\([67]\).

In the 2012 analyses at \(\sqrt{s} = 8\) TeV, a cut based ID is used \([67]\). The cuts used differ between the calorimeter barrel (\(|\eta| < 1.479\)) and the endcap (\(1.479 < |\eta| < 2.5\)). In the barrel, the extension of the shower in the \(\eta\) direction (\(\sigma_{\eta\eta}\)) is required to be less than 0.01. The ratio of the energy deposits (\(H/E\)) between the HCAL (section 3.2.4) and the ECAL (section 3.2.3) must be less than 0.12. The distances from the vertex, \(d_0\) and \(d_Z\) (section 3.2) must be less than 0.02 cm and 0.2 cm respectively. The supercluster energy \(E_{SC}\) and the track momentum at the closest point to the vertex (\(p\)) are also used as discriminators, with the requirement that \(1/E_{SC} - 1/p < 0.05\). In the endcap the \(\sigma_{\eta\eta}\) cut is loosened to 0.03 and the \(H/E\) cut is tightened to 0.10.
In the 2015 analyses at $\sqrt{s} = 13$ TeV, a boosted decision tree is used to optimize the electron selection. MVA discriminators are used to require an electron efficiency of 90%.

Electrons are required to be isolated from additional particles in the event. The $p_T$ of charged hadrons, neutral hadrons, and photons is summed within a cone of radius $\Delta R < 0.3$ around the electron. Pileup corrections are applied for additional particles not associated with the primary vertex. The particle flow isolation is defined as

$$I_{PF} = \left( \frac{\sum Ch.had \cdot p_T + max(0, \sum N.had \cdot p_T + \sum_\gamma p_T - 0.5 \sum p_T)}{p_T} \right).$$

The factor of 0.5 corresponds to an approximate average ratio of neutral to charged particles, as measured in jets [2]. Alternatively, the effective area method can be used to estimate the pileup. The contribution from the pileup, $p_T^{PU}$, is defined as $p_T^{PU} = \rho A_{eff}$. Here $\rho$ is the average energy density in the event, defined as the median of the energy density distribution for particles within the area of any jet (section 5.4.1) in the event. [67] Fastjet [30] is used to determine $A_{eff}$, the effective area of of the clustered jet.

### 5.3 Muons

Muons are highly penetrating particles [79] that deposit a minimal amount of energy in the ECAL and HCAL before depositing the remainder of their energies in the muon system. The muon system is discussed further in section 3.2.5.

Muons are identified in three different ways. Standalone muons are identified based on hits in the DT, CSC, and RPC elements of the muon system. Hits in the DT’s and CSC’s are used as a seeds for a Kalman Filter (section 5.1) fit of the DT, CSC, and RPC hits. The resulting track is defined as a standalone muon. [39] If a standalone muon track is matched to a tracker track, then the two tracks are combined using the Kalman Filter technique to identify a global muon.

Tracker muons are constructed by extrapolating all tracker tracks with $p_T > 0.5$ GeV and $p > 2.5$ GeV to the muon system. If the track matches a small segment of DT and CSC hits, the track is considered to be a tracker muon. Tracker muons improve efficiency for muons with low $p_T < 5$ GeV because low energy muons won’t register enough hits in the muon system to be identified as standalone or global muons. However, at high $p_T > 200$ GeV, the momentum resolution of the muon system outperforms the momentum resolution of the tracker.

The muon algorithms are very efficient, with approximately 99% of muons successfully identified in the tracker or the muon system. [39] To reduce the fake rate due to hadrons punching through the calorimeters, global muons are required to be isolated, with no more than 10% of their
energy measured by the calorimeters or the tracker inside a cone of $\Delta R < 0.3$. Additionally, charged hadrons may be reclassified as muons if their is a large discrepancy between their track $p_T$ and the sum of their particle flow linked calorimeter deposits.

Additional tight identification criteria are applied to muons used in the analyses in sections 6 and 7. Global muons are required to be within $d_{xy} < 0.2$ cm and $d_z < 0.5$ cm of the primary vertex. Muons are required to have recorded at least one hit in the pixel system (section 3.2.2) and hits in at least six tracker layers. A particle flow based isolation requirement is defined for muons, analogous to the definition for electrons in section 5.2. $I_{\muPF}^\mu = \left( \sum_{Ch.had} p_T + \max(0, \sum_{N.had.} p_T + \sum_{e,\gamma} p_T - 0.5 \sum_{PU} p_T) \right) / p_T^\mu$. The isolation is computed in a radius of $\Delta R < 0.4$.

5.4 Hadrons

Hadrons are identified after the unique signatures of electrons, photons, and muons are already identified and removed from the list of remaining particle flow candidates. Neutral hadrons will only deposit energy in the calorimeters, while charged hadrons have associated tracks. For charged hadrons, the uncertainty in $p_T$ returned by the track fit must be smaller than the calorimeter energy resolution for charged hadrons, described in sections 3.2.3 and 3.2.4. The hadronic deposits are used to reconstruct jets and hadronic tau decays.

5.4.1 Jets

After hadronic deposits are reconstructed via particle flow, the anti-$k_t$ [29] algorithm is used to cluster the deposits and define jets. A distance metric between hadronic particles $i$ and $j$ is defined: $d_{ij} = \min\left(\frac{1}{k_t^i}, \frac{1}{k_t^j} \Delta^2_{ij}, \frac{1}{k_t^i} \frac{1}{k_t^j} \Delta_{ij}^2\right)$. Here $k_t$ is the transverse momentum and $\Delta^2_{ij} = (y_i - y_j)^2 + (\phi_i - \phi_j)^2$, where $y$ and $\phi$ are the rapidity and azimuth of the particle, as defined in section 3.2. At CMS, a radius of $R = 0.5(0.4)$ is used at 8 TeV (13 TeV). The radius is chosen to minimize the effect of pileup on the energy of the clustered jet. The distance between particle $i$ and the beam is defined as $d_{iB} = \frac{1}{k_t^i}$.

Beginning from a particle $j$, neighboring particles $i$ are combined while $d_{ij} < d_{iB}$. Otherwise, $i$ is considered the seed for a different jet. The results of this algorithm are show in Figure 5.2. The anti-$k_t$ algorithm is infra-red safe and collinear safe [29] which means that the jet clustering process is not affected significantly by low energy soft radiation. The anti-$k_t$ algorithm is applied to jets at CMS via the FASTJET framework[30].
Figure 5.2: Performance of the anti-$k_t$ algorithm. [29] Note that the anti-$k_t$ algorithm is the only algorithm that generates a circular hard jet.

Charged hadron subtraction is used to reduce the dependence of the jets on pileup (section 2.2) The majority of jet energy is carried by charged hadrons. For example, at $p_T = 100$ GeV charged hadrons are responsible for 65% of the jet energy. Photons carry 25% of the energy and neutral hadrons carry 10% of the energy. The charged hadron constituents of the jets still have track information stored via the particle flow algorithm. Any charged hadrons associated with pileup vertices instead of the primary vertex are retroactively removed from the jet. [71]

Multiple types of corrections are applied to the jets. First, the average $p_T$ density per unit area is used to estimate the soft jet activity, which is associated with a combination of the underlying event, electronic noise, and pileup [71]. This energy is subtracted using $\eta$ and $p_T$ dependant scale factors. The next level of corrections use Monte Carlo to calibrate the differences between reconstructed jets and generated jets in bins of $p_T$ and $\eta$. This step is designed to account for detector imperfections, such as a non-linear $p_T$ response of the calorimeters or variations in response with respect to $\eta$. Finally, data-driven residual scale factors are computed by measuring jet $p_T$ imbalances in dijet events and Z/$\gamma$+jets.
Jets which originate from pileup rather than the hard scattering process of interest are identified and removed. A boosted decision tree is trained using a Z+jets Monte Carlo sample produced with MadGraph and Pythia. Jet shower shape and vertex related variables are used as inputs to identify reconstructed jets which are not matched to a generator level hard scattering process[4].

5.4.1.1 B-Jets

Jets which originate from b quark decays are referred to as b-jets. B quarks produced in the hard scattering event can travel a measurable distance before decaying. B-jets are identified by finding jets which originate from a secondary vertex, displaced in $d_{xy}$ from the primary vertex. Secondary vertices are required to share less than 65% of their associated tracks with the primary vertex and have at least a $3\sigma$ radial distance significance from the primary vertex. The secondary vertices must be within $d_{xy} < 0.2$ cm and $d_z < 17$ cm of the primary vertex, which accounts for the time it takes the b quark to hadronize. The tracks from the secondary vertices must have $p_T > 1$ GeV and have at least eight associated hits in the tracker. Tracks that pass these requirements are used as inputs in the Combined Secondary Vertex (CSV) algorithm. This algorithm identifies b-jets using vertex and tracker related variables to identify b-jets and is trained with a $t\bar{t}$ sample. The b-tagging efficiency is 85%. [38]

5.4.2 Taus

As discussed in section 1.1.2, taus can decay leptonically to electrons or muons, or hadronically to quarks. Taus are identified separately depending on their decay products, so the identification of leptonic tau decays has already been discussed in sections 5.3 and 5.4, which describe the identification of electrons and muons respectively. This section will discuss the identification of hadronic taus. As discussed in section 1.1.2, taus can decay hadronically in three dominant ways: To a charged pion, to a charged pion and one or two neutral pions, or to three charged pions. These decays have branching fractions of 11.6%, 37.0%, and 9.8%, respectively.

If the tau decays exclusively to charged hadrons, the hadronic tau ($\tau_h$) is identified by comparing the invariant mass of the hadrons to the invariant mass of the tau. For example, if the tau decays to three charged pions, the invariant mass of the decay products must be between 0.8 GeV and 1.5 GeV, and the tracks must originate within $\Delta z < 0.4$ cm of the same event vertex [46],...
where $\Delta z$ is the distance in the x-y plane of CMS, as discussed in section 3.2. Mass windows of 50–200 MeV and 0.3–1.3 GeV are used for charged pion decays and charged pion plus neutral pion decays, respectively.

If a neutral pion is involved in the hadronic tau decay, then the hadron plus strips (HPS) method must be used to identify the taus. Neutral pions convert to energetic photons in the tracker which then produce electron positron pairs. These particles will be bent in opposite directions in the magnetic field of CMS and will deposit their energy in the ECAL in a strip in $\phi$. The maximal distance between hadronic tau candidates and strips is $\Delta R = 3.0/p_T^\tau$. The strip sizes are $0.05 \times 0.20$ in the $(\eta, \phi)$ plane. The size is elongated in $\phi$ because the $e^+e^-$ pair will be bent in $\phi$ due to the magnetic field. In 13 TeV, the strip sizes are allowed to vary in a dynamic way that depends on the $p_T$ weighted average of all $e/\gamma$ objects in the strip. The strip size is allowed to vary from (0.05,0.05) to (0.15,0.30) in the $(\eta, \phi)$ plane. If a charged hadron from particle flow is linked to a strip in ECAL, and the invariant mass of the system is compatible with the hadronic tau mass, then the object is identified as a tau. The probability to reconstruct the tau decay mode is 80%, as measured in $Z \to \tau\tau$ events.

The particle flow tau isolation, $I_{PF}$, is computed by summing momenta of particle flow candidates within a cone of $\Delta R = 0.5$ (0.4 at 13 TeV) around the tau. $I_{PF} = \sum_{Ch.had.} p_T + \sum_{N.had.} p_T + \sum_{\gamma} p_T - 0.4576 \sum_{PU} p_T$ The 0.4576 factor is chosen to make the ID independent of pileup. The tight working point requires $I_{PF} < 0.8$ GeV and has an ID efficiency of 50 % in 8 TeV data. [5]

5.5 Missing Energy

There are some particles, for example neutrinos or dark matter candidates, that CMS cannot detect. They can be measured by applying the principle of conservation of momentum. The transverse vector sum of all particle flow candidates in the event is computed. If CMS detected every particle, this sum would be zero. Therefore, the energy that CMS did not detect can be quantified by reversing the vector sum of the particles that were detected. If the jet energy corrections are included in the vector sum, the transverse missing energy (MET) is said to be Type 1 corrected [68]
Chapter 6

Lepton Flavor Violating Decays of the Higgs Boson

6.1 Analysis Overview

A search for a lepton flavor violating (LFV) decay of a Higgs boson is performed in two channels: $H \rightarrow \mu \tau_e$ and $H \rightarrow \mu \tau_h$, where $\tau_h$ and $\tau_e$ are taus reconstructed in the hadronic and electronic decay channels respectively. As mentioned in section 2.4, these channels have a similar signature as the Standard Model $H \rightarrow \tau \mu \tau$ and $H \rightarrow \tau \mu \tau$ searches, with a significant kinematic difference due to the muon arising directly from the Higgs decay. All the neutrinos in the event will arise from the tau decay. Because the tau is heavily boosted, the neutrinos will be collinear with the visible tau decay products. The term “visible decay products” is used to denote the tau decay products that CMS can detect directly, which are electrons, muons, and hadrons. Neutrinos register as missing transverse energy in the event and are detected indirectly as discussed in section 5.5. The missing transverse energy in the event is the sum of the energy of all unidentified particles, so the individual neutrino momenta cannot be measured directly. In order to calculate the invariant mass (section 2.1) of the final state objects the collinear approximation must be used.

The collinear approximation[53] arises from the observation that since the mass of the Higgs is much greater than the mass of the tau, the tau decay products are highly boosted in the direction of the original tau. Therefore, the neutrino momentum can be approximated to be in the same direction as the other visible decay products of the tau. The component of the missing transverse energy in the direction of the visible tau decay products is used to estimate the transverse component
of the neutrino momentum:

\[ \vec{p}_T^\nu = \vec{E}_{T}^{\text{miss}} \cdot \vec{p}_{T}^{\tau_{\text{vis}}} \]  

(6.1)

The fraction of the tau momentum carried by the visible tau decay products, \( x_{\tau_{\text{vis}}} \), is given by:

\[ x_{\tau_{\text{vis}}} = \frac{\left| \vec{p}_{T}^{\tau_{\text{vis}}} \right|}{\left| \vec{p}_{T}^{\tau_{\text{vis}}} \right| + \left| \vec{p}_{T}^{\nu} \right|} \]  

(6.2)

The tau four momentum is then \( \frac{1}{x_{\tau_{\text{vis}}}} \left( |\vec{p}_{T}^{\tau_{\text{vis}}}|, \vec{p}_{T}^{\tau_{\text{vis}}} \right) \). The mass of the Higgs boson is much greater than the mass of the tau or muon or electron, so the approximation \( M_H \gg m_\tau^2, m_\mu^2 \) is valid. This yields the collinear mass equation:

\[ M_H = M_{\text{collinear}} = \frac{M_{\text{vis}}}{\sqrt{x_{\tau_{\text{vis}}}}} \]  

(6.3)

The Higgs mass has now been defined in terms of the mass of the visible decay products, which can be directly measured by CMS. As shown in figure 6.1 the collinear mass gives an improved mass resolution over the visible mass, in addition to peaking at the expected value of 125 GeV.

![Figure 6.1: \( M_{\text{vis}} \) and \( M_{\text{collinear}} \) shape comparisons after the pre-selection for the \( H \to \mu\tau h \) channel](image)

### 6.2 Misidentified Leptons

Jets may be mistakenly identified as leptons. These misidentified leptons are referred to as “fakes.” Misidentified leptons are produced by jets in W+Jets and QCD multi-jet events. The W+Jets background is particularly significant as the largest irreducible background in this analysis.
If a jet is misidentified as a tau and the W boson decays muonically, then the kinematics of the event may be identical to the LFV signal: a muon, a tau, and missing energy opposite to the muon.

This background is estimated using a data driven method. The same preselection cuts are used, but the isolation of one of the leptons is inverted, so that is it surrounded by other PF objects in the event. This enriches the contributions from W+jets and QCD multijet events and gives a larger sample of data statistics for estimating the background. The probability for particle flow objects to be misidentified as leptons is measured in an independent collision data set of $Z \rightarrow \mu\mu + X$, where $X$ is the lepton whose misidentification rate is being measured. The $Z \rightarrow \mu\mu + X$ sample is selected by applying the loose preselection cuts described in section 6.5 to a final state of two muons plus an addition electron, muon, or tau corresponding to the leptonic fake rate that is being measured. The two muons are required to have opposite sign, and the sign of the additional lepton is not specified. The two muons are also required to have an invariant mass between 75 GeV and 105 GeV.

The misidentification probability is applied to a data sample rich in misidentified leptons to compute the misidentified lepton background in the signal sample. This technique is shown schematically in Table 4 in which four regions are defined. Region I is defined by the preselection cuts described in section 6.5. Region III has the same selections as Region I but with a nonisolated requirement on the lepton whose fake rate is being measured. This requirement varies for each lepton and is described in more detail below. Regions I and III are the signal and background enriched regions, respectively, and Regions II and IV are the control regions, with the same selections as Regions I and III but with a same sign lepton requirement. The control regions are designed to maximize the number of fake lepton events while minimizing other backgrounds in order to directly test the accuracy of the fake rate method. This technique is illustrated in Table 6.1.

Table 6.1: Definition of the regions used to estimate the misidentified lepton background. The different regions have different requirements for the isolation and the relative charge of the two leptons $\ell_1^\pm$ and $\ell_2^\pm$, which can be $e$, $\mu$ or $\tau_h$.

<table>
<thead>
<tr>
<th>Opposite-sign leptons</th>
<th>Same-sign leptons</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Region I</strong></td>
<td><strong>Region II</strong></td>
</tr>
<tr>
<td>$\ell_1^\pm$ (isolated)</td>
<td>$\ell_1^\pm$ (isolated)</td>
</tr>
<tr>
<td>$\ell_2^\mp$ (isolated)</td>
<td>$\ell_2^\mp$ (isolated)</td>
</tr>
<tr>
<td><strong>Region III</strong></td>
<td><strong>Region IV</strong></td>
</tr>
<tr>
<td>$\ell_1^\pm$ (isolated)</td>
<td>$\ell_1^\pm$ (isolated)</td>
</tr>
<tr>
<td>$\ell_2^\mp$ (non-isolated)</td>
<td>$\ell_2^\mp$ (non-isolated)</td>
</tr>
</tbody>
</table>
6.2.1 Misidentified Taus

In the $H \rightarrow \mu \tau_h$ channel, the $\tau_h$ candidate can arise from a misidentified jet coming predominantly from W+jets and QCD multijet events. The misidentification rate $f_{\tau_h}$ is measured in $Z \rightarrow \mu \mu + X$ events selected in data, where $X$ is an object identified as a $\tau_h$ candidate that passes the loose isolation requirement of $I_{\tau PF} < 2$ GeV (see section 5.4.2 for a definition of $I_{\tau PF}$). The factor $f_{\tau_h}$ is defined as the fraction of these loosely isolated $\tau_h$ candidates that pass the tighter isolation requirement, $I_{\tau PF} < 0.8$ GeV, used to define the signal region. The misidentification rate measured in $Z \rightarrow \mu \mu + X$ collision data is compared to the measured rate in simulation and is found to be in agreement, as shown in figures 6.2 and 6.3.

![Figure 6.2: Distributions of $f_{\tau_h}$ as a function of $p_T$ (left) and $\eta$ (right) in $\sqrt{s} = 8$ TeV.](image)

The enriched background regions (III and IV) are defined by requiring the presence of $\tau_h$ candidates that pass the looser isolation requirement ($I_{\tau PF} < 2$ GeV), but do not pass the tight isolation requirement ($I_{\tau PF} < 0.8$ GeV). The misidentified background yield in the signal region (Region I) is estimated by multiplying the event yield in Region III by a factor $f_{\tau_h} - f_{\tau_h}$. The fake rate factors, which are computed as a function of the tau decay mode, are given in tables 6.2 and 6.3. The procedure is validated with same-sign $\mu \tau_h$ events in Region II by scaling the yield in Region IV by the measured misidentification rates. The control region (Region II) for the $H \rightarrow \mu \tau_h$ channel is shown in Figure 6.4.
Figure 6.3: Distributions of \( f_{\tau_h} \) as a function of \( p_T^\tau \) (left) and \( \eta^\tau \) (right) in \( \sqrt{s} = 13 \text{ TeV} \).

<table>
<thead>
<tr>
<th>Decay Mode</th>
<th>( f_{\tau_h} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau \to \pi^\pm )</td>
<td>0.53</td>
</tr>
<tr>
<td>( \tau \to \pi^\pm \pi^0(\pi^0) )</td>
<td>0.48</td>
</tr>
<tr>
<td>( \tau \to \pi^\pm \pi^\mp )</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Table 6.2: Measured fake rates \( f_{\tau_h} \) in 8 TeV data.

| Decay Mode | \( f_{\tau_h} \) (\( |\eta^\tau| < 1.5 \)) | \( f_{\tau_h} \) (\( |\eta^\tau| > 1.5 \)) |
|-------------|-----------------|-----------------|
| \( \tau \to \pi^\pm \) | 0.39 | 0.41 |
| \( \tau \to \pi^\pm \pi^0(\pi^0) \) | 0.43 | 0.45 |
| \( \tau \to \pi^\pm \pi^\mp \) | 0.36 | 0.35 |

Table 6.3: Measured fake rates \( f_{\tau_h} \) in 13 TeV data. At 13 TeV a small \( \eta \) dependence in \( f_{\tau_h} \) with respect to the decay mode was observed and \( f_{\tau_h} \) was computed as a function of \( |\eta| \) in two bins.

6.2.2 Misidentified Muons and Electrons

In the \( H \to \mu \tau \) channel, Region I is defined by the preselection requirements (section 6.5) in which an isolated muon and an isolated electron are required. At 8 TeV Region III has the same cuts are applied, with the exception that one of the leptons is required to be non-isolated by inverting its isolation selection. This means requiring \( I_{PF}^\mu > 0.12 \) for the electron fake rate calculation and \( I_{PF}^\mu > 0.12 \) for the muon fake rate calculation. At 13 TeV Region III is constructed in an analogous way as Region III for hadronic taus (section 6.2.1) by requiring leptons to pass a loose selection but not a tight selection. For the misidentified muon background calculation muons are required to have \( 0.15 < I_{PF}^\mu < 0.25 \) and electrons are required to have \( I_{PF}^\mu < 0.10 \). For the misidentified electron
background calculation electrons are required to have $0.10 < \vec{p}_T \eta < 0.5$ and muons are required to have $0.15 < \vec{p}_T \eta < 0.15$. There are a negligible number of signal events in Region III. Regions II and IV are defined using the same selection criteria as Region I and III, respectively, but same-sign leptons are required instead of opposite sign leptons. The sample in region III is dominated by W+jets and QCD multijet events. The misidentified electron background in Region I is estimated by multiplying the event yield in Region III by a factor $f_e$, where $f_e$ is the ratio of loosely-isolated to tightly isolated electrons. It is computed in an independent data sample $Z \rightarrow \mu \mu + X$, which $X$ is a particle flow object identified as an electron. At 8 TeV, $f_e$ was computed as a continuous function of $\vec{p}_T$ and $\eta$. For 13 TeV, a more discrete binning was adopted, and the fake rates $f_e$ are shown in table 6.4.

Background sources of real leptons, such as diboson events, are subtracted from the $Z \rightarrow \mu \mu + X$ sample, using Monte Carlo simulation to estimate the diboson backgrounds (section 6.3.4). The misidentified muon background is computed in the same way. In 13 TeV, the muon fake rate has no $p_T$ or $\eta$ dependence and is measured to be 0.6. The fake rate method is validated using the same-sign data from regions II and IV. In Figure 6.4 the observed data yield in Region II is compared to the estimate obtained by scaling the Region IV sample by the measured misidentification rates.

| $\vec{p}_T$ | $f_e (|\eta| < 1.45)$ | $f_e (|\eta| > 1.45)$ |
|-------------|---------------------|---------------------|
| $< 15$      | 0.44                | 0.44                |
| $15 < \vec{p}_T < 20$ | 0.30                | 0.42                |
| $20 < \vec{p}_T$ | 0.28                | 0.42                |

Table 6.4: Measured fake rates $f_e$ in 13 TeV data, computed in bins of $p_T$ and $\eta$.

### 8 TeV Backgrounds and Datasets

#### Data

The search is performed on the 2012, $\sqrt{s} = 8$ TeV dataset, comprising $19.7 fb^{-1}$ of data. The $H \rightarrow \mu \tau_h$ channel selection requires an isolated single muon trigger with a $p_T^\mu$ threshold of 24 GeV in the range $|\eta| < 2.1$, while the $H \rightarrow \mu \tau_e$ channel requires a muon-electron trigger with $p_T$ threshold of 17 GeV ($|\eta| < 2.5$) and 8 GeV ($|\eta| < 2.4$), respectively.
Figure 6.4: Distributions of $M_{\text{col}}$ for region II compared to the estimate from scaling the region IV sample by the measured misidentification rates at $\sqrt{s} = 8$ TeV. The bottom panel in each plot shows the fractional difference between the observed data and the estimate. Left: $H \rightarrow \mu \tau e$. Right: $H \rightarrow \tau \tau_h$.

6.3.2 LFV Higgs and SM Higgs

The signal decay $H \rightarrow \mu \tau$ is implemented via Pythia8 [84]. Pythia8 contains decay mechanisms that account for tau polarization and spin, and the interface with Tauola [88] is not needed [84]. The Standard Model $H \rightarrow \tau \tau$ background is modelled using Powheg 1.0 [58] and Tauola. In addition to the generators, the full GEANT detector simulation is used for each Monte Carlo sample.

6.3.3 Z to tau tau

The $Z \rightarrow \tau \tau$ background is estimated using a particle flow embedding technique [3]. A sample of $Z \rightarrow \mu \mu$ events is taken from data. The muons are then replaced with simulated tau decays reconstructed with the particle flow algorithm. The key features of the event topology, such as the jets, missing energy, and underlying event, are taken directly from data. Only the tau decays are simulated. The sample is normalized in accordance with the Monte Carlo expectation, using Drell Yan events generated with MadGraph [17] and Pythia6 [83].
6.3.4 Additional Backgrounds

The remaining backgrounds play a small role in the analysis and are all estimated with simulation. MADGRAPH5, PYTHIA6, and Tauola (section 4.1.4) are used to simulate diboson events and events with one top quark and one antitop quark \((t\bar{t})\) events. POWHEG 1.0 (section 4.1.4), PYTHIA6, and Tauola are used to simulated single top quark events.

6.4 13 TeV Backgrounds and Datasets

The search is performed on the 2015, \(\sqrt{s} = 13\) TeV dataset, comprising 2.3 fb\(^{-1}\) of data. The trigger selection requires an isolated single muon with \(p_T > 20\) GeV in the range \(|\eta| < 2.4\).

The LFV and SM Higgs boson samples are generated using POWHEG 1.0, with CT10 parton distribution functions [62], interfaced to PYTHIA 8.212[84]. The MadGraph 5.1.3.30 [17] generator is used for Z+jets, \(t\bar{t}\), and diboson production. POWHEG is used for single top production. The POWHEG and MadGraph generators are interfaced to PYTHIA for parton showering and hadronization. The misidentified lepton background is modelled using the fake rate method, as discussed in section 6.2. Comparisons between data and Monte Carlo in the Region II control region are show in Figure 6.5

Figure 6.5: Distributions of \(M_{\text{col}}\) for region II compared to the estimate from scaling the region IV sample by the measured misidentification rates at \(\sqrt{s} = 13\) TeV. The bottom panel in each plot shows the fractional difference between the observed data and the estimate. Left: \(H \rightarrow \mu\tau\). Right: \(H \rightarrow \mu\gamma\).
6.5 Event Selection

The event selection consists of three steps. First, a loose preselection defines the basic signature. The events are then divided into three categories: 0 jet events, 1 jet events, and 2 jet events. Finally, cuts on relevant kinematic variables are optimized to suppress the backgrounds.

The preselection for the $H \rightarrow \mu\tau_e$ channel requires an isolated tight muon (section 5.3) with $p_T > 25\text{GeV}$, $|\eta| < 2.1$, and an isolated tight electron (section 5.2) of opposite charge, with $p_T > 10\text{GeV}$, $|\eta| < 2.3$. The isolation requirement for the muon is $I_{PF}^\mu < 0.12$ at 8 TeV and $I_{PF}^\mu < 0.15$ at 13 TeV. The isolation requirement for the electron is $I_{PF}^e < 0.12$ at 8 TeV, and $I_{PF}^e < 0.10$ at 13 TeV. The effective area corrections for pileup subtraction are applied at 13 TeV.

The $H \rightarrow \mu\tau_h$ channel requires an isolated tight muon with $p_T > 30\text{GeV}$, $|\eta| < 2.1$, and a tightly isolated hadronic tau (section 5.4.2) of opposite charge, with $p_T > 30\text{GeV}$, $|\eta| < 2.3$. Events with additional leptons are vetoed.

The events are then divided into categories corresponding to the number of jets in the event. Jets are required to pass particle flow identification algorithms (section 5.4.1), have $p_T > 30\text{GeV}$ and lie within $|\eta| < 4.7$. The zero jet category contains events primarily produced by gluon-gluon fusion. The one jet category is also dominated by gluon-gluon fusion events. The two jet category contains a majority of vector boson fusion events after the full selection is applied, as shown in tables 6.8 and 6.9. Events in the two jet category are required to have the jets separated by a rapidity gap ($\Delta\eta > 3.5$) and to have an invariant dijet mass greater than 550 GeV. The rapidity requirement allows us to veto $t\bar{t}$ events, as mentioned in section 2.4. In the $H \rightarrow \mu\tau_e$ channel events are vetoed if they contain a b-jet. Agreement between data and Monte Carlo simulation at preselection are show in figure 6.6 for $\sqrt{s} = 8$ TeV and in figure 6.7 for $\sqrt{s} = 13$ TeV. Event yields after preselection are shown in table 6.5 for 8 TeV and in table 6.6 for 13 TeV.

Next, a set of kinematic variables are defined and the criteria for selection is determined by optimizing for $\frac{S}{\sqrt{S+B}}$ for the $\sqrt{s} = 8$ TeV dataset, where S and B are the expected signal and background event yields in the mass window $100$ GeV $< M_{\text{collinear}} < 150$ GeV. The signal strength is set as $B(H \rightarrow \mu\tau) = 10\%$. The 10% value was chosen because it corresponds to the limit from indirect measurements, as mentioned in section 1.2. The criteria for each category, and in each channel, are given in Table 6.7. The optimization was also performed assuming $B(H \rightarrow \mu\tau) = 1\%$ and a negligible change in the optimal selection criteria was observed. The variables used are the
Table 6.5: Event yields in the signal region in the range $100 < M_{col} < 150GeV$ after preselection cuts are applied. The expected contributions are normalized to an integrated luminosity of $19.7fb^{-1}$. The LFV Higgs boson signal is the expected yield for $B(H \to \mu \tau) = 1\%$ with the SM Higgs boson cross section.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$H \to \mu \tau_e$</th>
<th>$H \to \mu \tau_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-Jet</td>
<td>1-Jet</td>
</tr>
<tr>
<td>misidentified leptons</td>
<td>898</td>
<td>300</td>
</tr>
<tr>
<td>$Z \to \tau \tau$</td>
<td>1326</td>
<td>511</td>
</tr>
<tr>
<td>$ZZ, WW$</td>
<td>1368</td>
<td>573</td>
</tr>
<tr>
<td>$W\gamma$</td>
<td>33.5</td>
<td>25.8</td>
</tr>
<tr>
<td>$Z \to ee$ or $\mu \mu$</td>
<td>106</td>
<td>30.6</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>221</td>
<td>877</td>
</tr>
<tr>
<td>$t$, $\bar{t}$</td>
<td>96</td>
<td>214</td>
</tr>
<tr>
<td>SM H background</td>
<td>19.5</td>
<td>15.3</td>
</tr>
<tr>
<td>sum of backgrounds</td>
<td>4069</td>
<td>2547</td>
</tr>
<tr>
<td>LFV Higgs boson signal</td>
<td>66.9</td>
<td>40.6</td>
</tr>
<tr>
<td>Observed data</td>
<td>4158</td>
<td>2497</td>
</tr>
</tbody>
</table>

Table 6.6: Event yields in the signal region in the range $100 < M_{col} < 150GeV$ after preselection cuts are applied. The expected contributions are normalized to an integrated luminosity of $2.3fb^{-1}$. The LFV Higgs boson signal is the expected yield for $B(H \to \mu \tau) = 1\%$ with the SM Higgs boson cross section.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$H \to \mu \tau_e$</th>
<th>$H \to \mu \tau_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-Jet</td>
<td>1-Jet</td>
</tr>
<tr>
<td>misidentified leptons</td>
<td>234.3</td>
<td>103.2</td>
</tr>
<tr>
<td>$Z \to \tau \tau$</td>
<td>553.7</td>
<td>173.8</td>
</tr>
<tr>
<td>$ZZ, WW$</td>
<td>430.6</td>
<td>159.2</td>
</tr>
<tr>
<td>$W\gamma$</td>
<td>36.2</td>
<td>27.5</td>
</tr>
<tr>
<td>$Z \to ee$ or $\mu \mu$</td>
<td>98.7</td>
<td>27.0</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>172.2</td>
<td>595.9</td>
</tr>
<tr>
<td>$t$, $\bar{t}$</td>
<td>52.2</td>
<td>115.6</td>
</tr>
<tr>
<td>SM H background</td>
<td>6.8</td>
<td>3.9</td>
</tr>
<tr>
<td>sum of backgrounds</td>
<td>1584.6</td>
<td>1206.2</td>
</tr>
<tr>
<td>LFV Higgs boson signal</td>
<td>19.9</td>
<td>9.3</td>
</tr>
<tr>
<td>Observed data</td>
<td>1485</td>
<td>1004</td>
</tr>
</tbody>
</table>
Figure 6.6: Distributions of the collinear mass $M_{\text{collinear}}$ at $\sqrt{s} = 8$ TeV, for signal with $B(H \rightarrow \mu\tau) = 100\%$ for clarity, and background processes after the loose selection requirements for the LFV $H \rightarrow \mu\tau$ candidates for the different channels and categories compared to data. The shaded grey bands indicate the total uncertainty. The bottom panel in each plot shows the fractional difference between the observed data and the total estimated background. Top left: $H \rightarrow \mu\tau_\ell$ 0-jet; top right: $H \rightarrow \mu\tau_\ell$ 0-jet; middle left: $H \rightarrow \mu\tau_\ell$ 1-jet; middle right: $H \rightarrow \mu\tau_h$ 1-jet; bottom left: $H \rightarrow \mu\tau_\ell$ 2-jet; bottom right $H \rightarrow \mu\tau_h$ 2-jet.
Figure 6.7: Distributions of the collinear mass $M_{\text{collinear}}$ at $\sqrt{s} = 13$ TeV, for signal with $B(H \rightarrow \mu\tau) = 100\%$ for clarity, and background processes after the loose selection requirements for the LFV $H \rightarrow \mu\tau$ candidates for the different channels and categories compared to data. The shaded grey bands indicate the total uncertainty. The bottom panel in each plot shows the fractional difference between the observed data and the total estimated background. Top left: $H \rightarrow \mu\tau\ell_0$ 0-jet; top right: $H \rightarrow \mu\tau\ell_h$ 0-jet; middle left: $H \rightarrow \mu\tau\ell_1$ 1-jet; middle right: $H \rightarrow \mu\tau\ell_h$ 1-jet; bottom left: $H \rightarrow \mu\tau\ell_c$ 2-jet; bottom right $H \rightarrow \mu\tau\ell_h$ 2-jet.
lepton transverse momenta $p_T^\ell$ with $\ell = \tau, \mu, e$, azimuthal angles between the leptons $\Delta \phi_{p_T^1 - p_T^2}$, azimuthal angle $\Delta \phi_{p_T^\ell - E_T^{miss}}$, and the transverse mass $M_T^\ell = \sqrt{2p_T^\ell E_T^{miss}(1 - \cos \Delta \phi_{p_T^\ell - E_T^{miss}})}$

Table 6.7: Selection criteria for the kinematic variables after the loose selection.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$H \rightarrow \mu\tau_e$</th>
<th>$H \rightarrow \mu\tau_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T^\mu &gt;$</td>
<td>50 45 25</td>
<td>45 35 30</td>
</tr>
<tr>
<td>$p_T^e &gt;$</td>
<td>10 10 10</td>
<td>- - -</td>
</tr>
<tr>
<td>$p_T^\tau_h &gt;$</td>
<td>- - -</td>
<td>35 40 40</td>
</tr>
<tr>
<td>$M_T^\mu &lt;$</td>
<td>65 65 25</td>
<td>- - -</td>
</tr>
<tr>
<td>$M_T^e &gt;$</td>
<td>50 40 15</td>
<td>- - -</td>
</tr>
<tr>
<td>$M_T^\tau_h &lt;$</td>
<td>- - -</td>
<td>50 35 35</td>
</tr>
</tbody>
</table>

At $\sqrt{s} = 13$ TeV, the 8 TeV optimization is re-used. Due to the lower integrated luminosity the cuts in the 2 jet category are loosened. The dijet mass requirement is loosened from 550 to 200 GeV and the rapidity gap requirement is decreased from $\Delta \eta > 3.5$ to $\Delta \eta > 2.5$. The muon $p_T$ in the two jet category in the $\mu\tau_h$ channel is increased from 30 GeV to 40 GeV. The electron $p_T$ requirement is increased from 10 to 15 GeV to suppress the misidentified electron background.

Event yields after signal region cuts are show in table 6.8 for 8 TeV and in table 6.9 for 13 TeV.

Table 6.8: Event yields in the signal region in the range $100 < M_{col} < 150$ GeV after signal optimization cuts are applied. The expected contributions are normalized to an integrated luminosity of $19.7 fb^{-1}$ at 8 TeV. The LFV Higgs boson signal is the expected yield for $B(H \rightarrow \mu\tau) = 1\%$ with the SM Higgs boson cross section.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$H \rightarrow \mu\tau_e$</th>
<th>$H \rightarrow \mu\tau_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>misidentified leptons</td>
<td>47.0 18.3 1.3</td>
<td>1716.4 412.1 1.4</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau$</td>
<td>66.5 41.2 1.4</td>
<td>196.1 60.9 0.4</td>
</tr>
<tr>
<td>$ZZ, WW$</td>
<td>41.6 21.7 0.7</td>
<td>48.1 15.2 0.3</td>
</tr>
<tr>
<td>$W\gamma$</td>
<td>2.1 1.9 0.1</td>
<td>NA NA NA</td>
</tr>
<tr>
<td>$Z \rightarrow ee$ or $\mu\mu$</td>
<td>2.1 2.2 0.1</td>
<td>139.5 23.3 0.1</td>
</tr>
<tr>
<td>$tt$</td>
<td>5.3 31.8 1.9</td>
<td>2.4 26.0 1.0</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>2.0 7.1 0.2</td>
<td>2.3 14.5 0.4</td>
</tr>
<tr>
<td>SM H background</td>
<td>2.2 1.8 0.7 (0.4 VBF)</td>
<td>7.5 5.6 1.8 (1.2 VBF)</td>
</tr>
<tr>
<td>sum of backgrounds</td>
<td>168.8 126.0 6.2</td>
<td>2112.1 557.7 5.2</td>
</tr>
<tr>
<td>LFV Higgs boson signal</td>
<td>27.6 15.7 1.6 (0.9 VBF)</td>
<td>79.7 36.7 3.8 (2.4 VBF)</td>
</tr>
<tr>
<td>Observed data</td>
<td>180 128 6</td>
<td>2147 511 10</td>
</tr>
</tbody>
</table>
Table 6.9: Event yields in the signal region in the range 100 < $M_{\text{col}}$ < 150GeV after signal optimization cuts are applied. The expected contributions are normalized to an integrated luminosity of 2.3$fb^{-1}$. The LFV Higgs boson signal is the expected yield for $B(H \rightarrow \mu\tau) = 1\%$ with the SM Higgs boson cross section.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$H \rightarrow \mu\tau_h$</th>
<th>$H \rightarrow \mu\tau_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-Jet</td>
<td>1-Jet</td>
</tr>
<tr>
<td>misidentified leptons</td>
<td>15.5</td>
<td>5.8</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau$</td>
<td>15.0</td>
<td>13.2</td>
</tr>
<tr>
<td>$ZZ, WW$</td>
<td>11.1</td>
<td>4.4</td>
</tr>
<tr>
<td>$W\gamma$</td>
<td>1.0</td>
<td>3.4</td>
</tr>
<tr>
<td>$Z \rightarrow ee$ or $\mu\mu$</td>
<td>1.9</td>
<td>2.4</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>1.5</td>
<td>21.4</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>0.5</td>
<td>4.0</td>
</tr>
<tr>
<td>SM H background</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>sum of backgrounds</td>
<td>46.9</td>
<td>55.0</td>
</tr>
<tr>
<td>LFV Higgs boson signal</td>
<td>7.1</td>
<td>3.7</td>
</tr>
<tr>
<td>Observed data</td>
<td>33</td>
<td>41</td>
</tr>
</tbody>
</table>

6.6 Systematic Uncertainties

6.6.1 8 TeV

To set upper bounds on the signal strength, or determine a signal significance, we use the $CL_s$ method (section 6.7). A binned likelihood is used, based on the distributions of $M_{\text{collinear}}$ for the signal and background sources. Systematic uncertainties are represented by nuisance parameters, some of which only affect the background and signal normalizations, while others affect the shape and/or normalization of the $M_{\text{col}}$ distributions.

6.6.1.1 Normalization Uncertainties

The uncertainties are summarized in Tables 6.10 and 6.11. The uncertainties in the e and $\mu$ selection efficiency (trigger, identification, and isolation) are estimated using the “tag and probe” technique in $Z \rightarrow ee, \mu\mu$ data [42]. The identification efficiency of hadronic tau decays is estimated using the “tag and probe” technique in $Z \rightarrow \tau\tau$ data [46]. The uncertainty in the $Z \rightarrow \tau\tau$ background comes predominantly from the uncertainty in the tau efficiency. The uncertainties in the estimation of the misidentified lepton rate are chosen conservatively and come from the difference in yields between the data driven fake rate and the expected yield from W+jets simulation. The uncertainty in the production cross section of the backgrounds that have been estimated by simulation is used to assign uncertainties to the remaining backgrounds, as displayed in table 6.10.
Table 6.10: Systematic uncertainties in the expected event yield in %. All uncertainties are treated as correlated between the categories, except where there are two numbers. In this case the number denoted with * is treated as uncorrelated between categories and the total uncertainty is the sum in quadrature of the two numbers.

<table>
<thead>
<tr>
<th>Systematic uncertainty</th>
<th>$H \rightarrow \mu\tau_e$</th>
<th>$H \rightarrow \mu\tau_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>electron trigger/ID/isolation</td>
<td>3</td>
<td>NA</td>
</tr>
<tr>
<td>muon trigger/ID/isolation</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>hadronic tau efficiency</td>
<td>NA</td>
<td>9</td>
</tr>
<tr>
<td>luminosity</td>
<td>2.6</td>
<td>2.6</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau$ background</td>
<td>3+5*</td>
<td>3+5*</td>
</tr>
<tr>
<td>$Z \rightarrow \mu\mu, ee$ background</td>
<td>30</td>
<td>NA</td>
</tr>
<tr>
<td>misidentified $\mu, e$ background</td>
<td>40</td>
<td>NA</td>
</tr>
<tr>
<td>misidentified $\tau_h$ background</td>
<td>NA</td>
<td>30+10*</td>
</tr>
<tr>
<td>WW, ZZ+jets background</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>$t\bar{t}$ background</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$W + \gamma$ background</td>
<td>100</td>
<td>NA</td>
</tr>
<tr>
<td>b-tagging veto</td>
<td>3</td>
<td>NA</td>
</tr>
<tr>
<td>single top production background</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 6.11: Theoretical uncertainties in % for Higgs boson production. Anticorrelations arise due to migration of events between the categories and are expressed as negative numbers.

<table>
<thead>
<tr>
<th>Systematic uncertainty</th>
<th>Gluon-Gluon Fusion</th>
<th>Vector Boson Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>parton distribution function</td>
<td>+9.7</td>
<td>+3.6</td>
</tr>
<tr>
<td>renormalization/factorization scale</td>
<td>+8</td>
<td>+4</td>
</tr>
<tr>
<td>underlying event/parton shower</td>
<td>+4</td>
<td>+10</td>
</tr>
</tbody>
</table>

There are several uncertainties on the H production cross section, which depend on the production mechanism contribution and the analysis category. They are given in Table 6.11. These affect the LFV H and the SM H background equally, and are treated as 100% correlated. The parton distribution function (PDF) uncertainty is evaluated by comparing the yields in each category, when spanning the parameter range of a number of different independent PDF sets including CT10 [77], MSTW [75], NNPDF [21], as recommended by PDF4LHC [11]. The scale uncertainty is estimated by varying the renormalization and factorization scales, $\mu_R$ and $\mu_F$, up and down by one half or two times the nominal scale ($\mu_R = \mu_F = M_H/2$) under the constraint $0.5 < \mu_F/\mu_R < 2$. [52]. The underlying event and parton shower uncertainty is estimated by using two different Pythia tunes, CUET2[70] and Z2* [55]. Anticorrelations arise due to migration of events between the categories and are expressed as negative numbers.
6.6.1.2 Shape Uncertainties

The systematic uncertainties that lead to a change in the shape of the $M_{\text{collinear}}$ distribution are summarized in Table 5. In the embedded $Z \rightarrow \tau\tau$ $M_{\text{collinear}}$ distribution, used to estimate the $Z \rightarrow \tau\tau$ background, a 1% shift has been observed with respect to $Z \rightarrow \tau\tau$ simulations by comparing the means of both distributions. This only occurs in the $H \rightarrow \mu\tau_e$ channel. The $M_{\text{collinear}}$ distribution has been corrected for this effect and a 100% uncertainty on this shift is used as a systematic uncertainty. The jet energy scale has been studied extensively and a standard prescription for corrections[35] is used in all CMS analyses. The overall uncertainty is set using $\gamma+$jets events and the most significant uncertainty arises from the photon energy scale. A number of other uncertainties such as jet fragmentation modelling, single pion response, and uncertainties in the pileup corrections are also included. The jet energy scale uncertainties are computed by varying the jet energy scale by $\pm 1\sigma$ which results in a 3-7% change in yield in a given category. The jet energy scale corrections are applied as a function of $p_T$ and $\eta$, including all correlations, to all jets in the event, and are also propagated to the missing energy. An example of the effect of this systematic is shown in figure 6.8. The unclustered energy scale comes from jets below 10 GeV and PF candidates not within jets. It also has its associated uncertainty which is propagated to the missing transverse energy (figure 6.9). The tau energy scale is estimated by comparing $Z \rightarrow \tau\tau$ events in data and simulation. An uncertainty of 3% is derived from this comparison[3]. The uncertainty is applied by shifting the $p_T$ of the tau candidates in the event by this 3% uncertainty (figure 6.10). Finally, the $M_{\text{collinear}}$ distributions used in the fit have a statistical uncertainty in each mass bin. This uncertainty is uncorrelated between the bins.

Uncertainties in the shape of the misidentified lepton backgrounds have also been calculated. In the $H \rightarrow \mu\tau_e$ channel the misidentified lepton ratios $f_\mu, f_e$ are measured and applied in bins of lepton $p_T$ and $|\eta|$. These ratios are all adjusted up or down by one standard deviation and the differences in the shape of the resultant $M_{\text{col}}$ distributions are then used as nuisance parameters in the fit. In the $H \rightarrow \mu\tau_h$ channel the tau misidentification rate $f_\tau$ is found to be approximately flat in $p_T$ and $\eta$. To estimate the systematic uncertainty the $p_T$ distribution of $f_\tau$ is fit with a linear function and the rate recomputed from the fitted slope and intercept. This is shown in figure 6.11

The results of the shifts are shown in figure 6.12.
Figure 6.8: The effect of shifting the jet energy scale by ±1σ. The shift in this is shown for the LFV signal in the 0 jet category.

Figure 6.9: The effect of shifting the unclustered energy scale by ±1σ. The shift in this is shown for the LFV signal in the 0 jet category.
Figure 6.10: The effect of shifting the tau energy scale by $\pm 1\sigma$. The shift in this is shown for the LFV signal in the 0 jet category.

### 6.6.2 13 TeV

The systematic uncertainties used in the 13 TeV analysis are similar to those used in the 8 TeV analysis. They are shown in Table 6.12. The 8 TeV analysis was carried out after many standard model studies had been completed [35] [42] at the given center of mass energy, but the same is not true for the 13 TeV analysis. Therefore, a greater uncertainty is applied to the $Z \rightarrow \tau\tau$ and the $t\bar{t}$ backgrounds. No standard model study of $W + \gamma$ had been completed at the time of the 8 TeV analysis. The completion of $W + \gamma$ at 8 TeV [1] allows for a significant reduction in the uncertainty of the $W + \gamma$ Monte Carlo simulation. The dominant theoretical uncertainties (section 6.6.1.1 are uncertainties in the GGF and VBF Higgs production cross section, which are determined by varying $\mu_R$, $\mu_F$, and PDF sets. The overall theoretical uncertainty is approximated to 10%. 

---

**Figure 6.10**

CMS preliminary 19.7 fb$^{-1}$, $\sqrt{s} = 8$ TeV

- gg $H \rightarrow \tau\tau$ (0 Jet)
- LFV GG Higgs
- TES + 1 $\sigma$
- TES - 1 $\sigma$
Figure 6.11: A linear fit to the fake rate is made to estimate the uncertainty. The y intercept of the line is 0.52 and the slope is -0.00044 ± 0.00046. The slope is varied up and down by the uncertainty and the misidentified leptons background is recomputed with the shifted fake rate.

6.7 Statistical Methods

6.7.1 Maximum Likelihood Fit

After selecting events which pass the signal region selections (section 6.5) and defining sources of systematic uncertainty (section 6.6), the next step is to fit the backgrounds to the data. This is done via a binned maximum likelihood fit.[26][47] We assume that the number of events in each bin follows a Poisson distribution, defined as $P(n_i|\mu_i) = \frac{\mu_i^{n_i}e^{-\mu_i}}{n_i!}$, where $n_i$ is the number of events in the $i^{th}$ bin and $\mu_i$ is the number of Monte Carlo events in each bin.

We then define the likelihood $L$ as $L = \prod P(n_i|\mu_i)$. The goal of the fit is to determine the
Figure 6.12: The effect of applying the shift described in figure 6.11 to the zero jet category. The effect of the systematic is small.

\( \mu_i \) that maximizes the likelihood. This procedure is complicated by the addition of the systematic uncertainties, which are treated as nuisance parameters. For example, the luminosity uncertainty[36] introduces a 2.3% uncertainty. To account for this, each term in the likelihood expression is multiplied by a log-normal distribution. The log-normal distribution is used instead of the Gaussian distribution to prevent the parameter from becoming negative. The lognormal distribution is defined: 

\[
N(\mu, \sigma) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(\log x - \mu)^2}{2\sigma^2}}. 
\]

Shape uncertainties, like the jet energy scale and tau energy scale systematics, are represented by Gaussian distributions. For the \( j^{th} \) sample in the \( i^{th} \) bin we can write: 

\[
\epsilon_{ji} = \epsilon_{ji}^0 + f \frac{c_{ji}^+ - c_{ji}^-}{2}. 
\]

Here, \( \epsilon_{ji}^0 \) is the efficiency before the shift, \( \epsilon_{ji}^+ \) is the efficiency after the scale shift up, and \( \epsilon_{ji}^- \) is the efficiency after the scale shift down. The morphing pa-
Table 6.12: Systematic uncertainties in the expected event yield in %. All uncertainties are treated as correlated between the categories, except where there are two values. In this case the first value is correlated as above, while the second value (following $\oplus$) represents an uncorrelated uncertainty for each individual category. The total uncertainty in a given category is the sum in quadrature of the two values.

<table>
<thead>
<tr>
<th>Systematic uncertainty</th>
<th>$H \rightarrow \mu\tau_e$</th>
<th>$H \rightarrow \mu\tau_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muon trigger/ID/isolation</td>
<td>3%</td>
<td>3%</td>
</tr>
<tr>
<td>Electron trigger/ID/isolation</td>
<td>3%</td>
<td>NA</td>
</tr>
<tr>
<td>Hadronic tau efficiency</td>
<td>NA</td>
<td>10%</td>
</tr>
<tr>
<td>b-tagging veto</td>
<td>3%</td>
<td>NA</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau$ background</td>
<td>10%$\pm$5%</td>
<td>10%$\pm$5%</td>
</tr>
<tr>
<td>$Z \rightarrow \mu\mu,ee$ background</td>
<td>10%$\pm$5%</td>
<td>10%$\pm$5%</td>
</tr>
<tr>
<td>Misidentified $\mu, e$ background</td>
<td>40%$\pm$10%</td>
<td>NA</td>
</tr>
<tr>
<td>Misidentified $\tau_h$ background</td>
<td>NA</td>
<td>30%$\pm$10%</td>
</tr>
<tr>
<td>WW, ZZ background</td>
<td>10%$\pm$5%</td>
<td>10%$\pm$5%</td>
</tr>
<tr>
<td>$tf$ background</td>
<td>20%$\pm$5%</td>
<td>20%$\pm$5%</td>
</tr>
<tr>
<td>$W + \gamma$ background</td>
<td>10%$\pm$5%</td>
<td>NA</td>
</tr>
<tr>
<td>Single top production background</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>3-20%</td>
<td>3-20%</td>
</tr>
<tr>
<td>Hadronic tau energy scale</td>
<td>NA</td>
<td>3%</td>
</tr>
<tr>
<td>Misidentified lepton shape</td>
<td>$\pm\sigma$</td>
<td>$\pm\sigma$</td>
</tr>
<tr>
<td>Theory uncertainty</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Luminosity</td>
<td>2.7%</td>
<td>2.7%</td>
</tr>
</tbody>
</table>

Parameter $f$ has a Gaussian distribution. We can interpolate quadratically for $|f| < 1$ and write

$$
\epsilon_{ji} = \frac{f(f-1)}{2} \epsilon_{ji} - (f-1)(f+1) \epsilon^0_{ji} + \frac{f(f+1)}{2} \epsilon^+_{ji}.
$$

This term is then added as an additional factor in the maximum likelihood formula.

After the maximum likelihood fit is applied to the backgrounds and the signal, the histograms considered to be “postfit.” Postfit histograms are shown in Figure 6.13.

### 6.7.2 Maximum Likelihood Limits

After computing the expected LFV signal branching ratios, the next step is to determine the statistical significance of the result. The profile likelihood $\lambda(\mu)$ is defined as $\lambda(\mu) = \frac{L(\mu, \hat{\theta})}{L(\hat{\mu}, \hat{\theta})}$ where $\mu$ is the hypothesized signal strength defined by $\mu = 0$ as the background hypothesis and $\mu = 1$ the signal hypothesis. [48] The nuisance parameters are represented by $\theta$. The denominator is the maximum value of the likelihood function, where $\hat{\mu}$ and $\hat{\theta}$ take their values that maximize the likelihood. The numerator is a likelihood as a function of $\mu$, where $\hat{\mu}$ maximizes the likelihood for a given $\mu$. The profile likelihood can range between 0 and 1. We define our test statistic as $t_\mu = -2 \ln(\lambda(\mu))$. The probability distribution of this test statistic is given by $t_\mu = \mu - \frac{\hat{\mu}}{\sigma^2} + \mathcal{O}(\frac{1}{\sqrt{N}})$. [87] Here $\sigma$ is related to
the variance of all the nuisance parameters. We can make the approximation that the second term goes to zero as $N \to \infty$. This is known as the asymptotic approximation [48].

Note that the test statistic is zero for total agreement between the hypothesis and the data and decreases as the data differs more and more from the hypothesis. The probability to observe a given hypothesis $\mu$ is defined by $p_\mu = \int_{\mu_{\text{obs}}}^{\infty} -2\ln\lambda(\mu)$. The p-value is defined as $p_{\mu=0}$ and is a measure of the probability to exclude the background hypothesis. If $p < \alpha$ then we can consider the background hypothesis to be excluded. In high energy physics we define $\alpha$ as $2.87 \times 10^{-7}$, corresponding to a $0.0000287$ % chance that the measurement was due to the background only hypothesis. It is customary to express this in terms of standard deviations from the mean, assuming a Gaussian probability distribution function (PDF). For a p-value of $2.87 \times 10^{-7}$ the significance is $5\sigma$.

It is customary to use 95% confidence intervals when setting limits. If $p_\mu < 5\%$ then the hypothesis where the signal strength is $\mu$ can be excluded at 95% confidence. However, if the background is very small or fluctuates downward, it is possible to exclude a signal that the analysis is not sensitive to. This can be avoided by using the $CL_s$ method. [82] The p-value for the $CL_s$ method is defined by dividing the p-value for the signal hypothesis by the probability for excluding the background, which is $(1 - p_{\mu=0})$.

It is useful to compare the observed limit with the expected limit. The expected limit is determined by generating an Asimov dataset [48] which is consistent with the background hypothesis. By definition, the Asimov dataset will produce postfit nuisance parameters that are identical to their expected values. The expected limit is a useful statistic that measures the exclusion power of an analysis. For example, if the expected limit is significantly greater than the signal hypothesis, then the analysis does not have the statistical power to investigate the signal region.

### 6.8 Results

#### 6.8.1 8 TeV Results

The $M_{\text{col}}$ distributions after the fit for signal and background contributions are shown in Fig. 6.13 and the event yields in the mass range $100 < M_{\text{col}} < 150\text{GeV}$ are shown in Table 6.13. The different channels and categories are combined to set a 95% $CL_s$ upper limit on the branching fraction of LFV Higgs decay in the $\mu\tau$ channel, $B(H \to \mu\tau)$. 
Figure 6.13: Distributions of the collinear mass $M_{\text{col}}$ after fitting for signal and background for the LFV $H \rightarrow \mu\tau$ candidates in the different channels and categories compared to data. The distribution of the simulated LFV Higgs boson sample is shown for the best fit branching fraction of $B(H \rightarrow \mu\tau) = 0.84\%$. The bottom panel in each plot shows the fractional difference between the observed data and the fitted background. Top left: $H \rightarrow \mu\tau_{\nu}$ 0-jet; top right: $H \rightarrow \mu\tau_{\nu}$ 0-jet; middle left: $H \rightarrow \mu\tau_{\nu}$ 1-jet; middle right: $H \rightarrow \mu\tau_{\nu}$ 1-jet; bottom left: $H \rightarrow \mu\tau_{\nu}$ 2-jet; bottom right $H \rightarrow \mu\tau_{\nu}$ 2-jet.
Table 6.13: Event yields in the signal region, 100 < \textit{M}_{col} < 150 \text{GeV} after fitting for signal and background. The expected contributions are normalized to an integrated luminosity of 19.7 fb\(^{-1}\). The LFV Higgs boson signal is the expected yield for \( B(H \rightarrow \mu\tau) = 0.84\% \) with the SM Higgs boson cross section.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( H \rightarrow \mu\tau_b )</th>
<th>( H \rightarrow \mu\tau_e )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-Jet</td>
<td>1-Jet</td>
</tr>
<tr>
<td>misidentified leptons</td>
<td>1770</td>
<td>377</td>
</tr>
<tr>
<td>( Z \rightarrow \tau\tau )</td>
<td>187</td>
<td>59</td>
</tr>
<tr>
<td>( ZZ, WW )</td>
<td>46</td>
<td>15</td>
</tr>
<tr>
<td>( W\gamma )</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>( Z \rightarrow ee \text{ or } \mu\mu )</td>
<td>110</td>
<td>20</td>
</tr>
<tr>
<td>( t\bar{t} )</td>
<td>2.2</td>
<td>24</td>
</tr>
<tr>
<td>( t\bar{t} )</td>
<td>2.2</td>
<td>13</td>
</tr>
<tr>
<td>SM H background</td>
<td>7.1</td>
<td>5.3</td>
</tr>
<tr>
<td>sum of backgrounds</td>
<td>2125</td>
<td>513</td>
</tr>
<tr>
<td>LFV Higgs boson signal</td>
<td>66</td>
<td>30</td>
</tr>
<tr>
<td>data</td>
<td>2147</td>
<td>511</td>
</tr>
</tbody>
</table>

The observed and the median expected 95\% CL\(_s\) upper limits on the \( B(H \rightarrow \mu\tau) \) for the \( H \) mass at 125 GeV are given for each category in Table 6.14. Combining all the channels, an expected upper limit of \( B(H \rightarrow \mu\tau) < (0.75 \pm 0.38)\% \) is obtained. The observed upper limit is \( B(H \rightarrow \mu\tau) < 1.51\% \) which is above the expected limit due to an excess of the observed number of events above the background prediction. The fit can then be used to estimate the branching fraction if this excess were to be interpreted as a signal. The best fit values for the branching fractions are given in Table 6.14. The limits and best fit branching fractions are also summarized graphically in Fig. 6.14.

The combined categories give a best fit of \( B(H \rightarrow \mu\tau) = (0.84^{+0.39}_{-0.37})\% \). The combined excess is 2.4 standard deviations which corresponds to a \( p \)-value of 0.010 at \( M_H = 125 \text{ GeV} \).

6.8.1.1 Limits on Lepton Flavor Violating Couplings

The constraint on \( B(H \rightarrow \mu\tau) \) can be interpreted in terms of LFV Yukawa couplings [64]. The LFV decays \( H \rightarrow e\mu, e\tau, \mu\tau \) arise at tree level from the assumed flavor-violating Yukawa interactions, \( Y_{\ell^\alpha\ell^\beta} \), where \( \ell^\alpha, \ell^\beta \) denote the leptons, \( \ell^\alpha, \ell^\beta = e, \mu, \tau \) and \( \ell^\alpha \neq \ell^\beta \). The decay width \( \Gamma(H \rightarrow \ell^\alpha\ell^\beta) \) in terms of the Yukawa couplings is given by:

\[
\Gamma(H \rightarrow \ell^\alpha\ell^\beta) = \frac{m_H}{8\pi} \left( |Y_{\ell^\beta\ell^\alpha}|^2 + |Y_{\ell^\alpha\ell^\beta}|^2 \right),
\]

and the branching fraction by:

\[
B(H \rightarrow \ell^\alpha\ell^\beta) = \frac{\Gamma(H \rightarrow \ell^\alpha\ell^\beta)}{\Gamma(H \rightarrow \ell^\alpha\ell^\beta) + \Gamma_{SM}}.
\]
Table 6.14: The expected upper limits, observed upper limits and best fit values for the branching fractions for different jet categories for the $H \rightarrow \mu \tau$ process. The one standard-deviation probability intervals around the expected limits are shown in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>0-Jet (%)</th>
<th>1-Jet (%)</th>
<th>2-Jets (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu \tau_e$</td>
<td>$1.32 \pm 0.67$</td>
<td>$1.66 \pm 0.85$</td>
<td>$3.77 \pm 1.92$</td>
</tr>
<tr>
<td>$\mu \tau_h$</td>
<td>$2.34 \pm 1.19$</td>
<td>$2.07 \pm 1.06$</td>
<td>$2.31 \pm 1.18$</td>
</tr>
<tr>
<td>$\mu \tau$</td>
<td>$&lt;0.75 \pm 0.38$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu \tau_e$</td>
<td>$&lt;2.04$</td>
<td>$&lt;2.38$</td>
<td>$&lt;3.84$</td>
</tr>
<tr>
<td>$\mu \tau_h$</td>
<td>$&lt;2.61$</td>
<td>$&lt;2.22$</td>
<td>$&lt;3.68$</td>
</tr>
<tr>
<td>$\mu \tau$</td>
<td>$&lt;1.51$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu \tau_e$</td>
<td>$0.87 \pm 0.66$</td>
<td>$0.81 \pm 0.85$</td>
<td>$0.05 \pm 1.58$</td>
</tr>
<tr>
<td>$\mu \tau_h$</td>
<td>$0.41 \pm 1.20$</td>
<td>$0.21 \pm 1.03$</td>
<td>$1.48 \pm 1.16$</td>
</tr>
<tr>
<td>$\mu \tau$</td>
<td>$0.84 \pm 0.39$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.14: 95% CL Upper limits by category for the LFV $H \rightarrow \mu \tau$ decays at $\sqrt{s} = 8$ TeV.
Figure 6.15: [69] Constraints on the flavor-violating Yukawa couplings, $|Y_{\mu\tau}|$ and $|Y_{\tau\mu}|$. The black dashed lines are contours of $B(H \to \mu\tau)$ for reference. The expected limit (red solid line) with one sigma (green) and two sigma (yellow) bands, and observed limit (black solid line) are derived from the limit on $B(H \to \mu\tau)$ from the present analysis. The shaded regions are derived constraints from null searches for $\tau \to 3\mu$ (dark green) and $\tau \to \mu\gamma$ (lighter green). The yellow line is the limit from a theoretical reinterpretation of an ATLAS $H \to \tau\tau$ search [64]. The light blue region indicates the additional parameter space excluded by our result. The purple diagonal line is the theoretical naturalness limit $Y_{ij}Y_{ji} \leq m_i m_j / v^2$.

The SM H decay width is assumed to be $\Gamma_{SM} = 4.1$MeV [51] for $M_H = 125$GeV. The 95% CL constraint on the Yukawa couplings derived from $B(H \to \mu\tau) < 1.51\%$ and the expression for the branching fraction above is:

$$\sqrt{|Y_{\mu\tau}|^2 + |Y_{\tau\mu}|^2} < 3.6 \times 10^{-3}.$$ 

Figure 6.15 compares this result to the constraints from previous indirect measurements.

### 6.8.2 13 TeV Results

After applying the full selection cuts, a maximum likelihood fit is performed in the $M_{col}$ variable. Each systematic uncertainty is used as a nuisance parameter in the fit. The distributions of the signal and background contributions after the full selection and the fit are shown in Fig. 6.16 and the event yields in the mass range $100 < M_{col} < 150$GeV are shown in Table 6.15. The different channels and categories are combined to set a 95% CL upper limit on the branching fraction of LFV H decay in the $\mu\tau$ channel, $B(H \to \mu\tau)$.

The observed and median expected 95% CL upper limits on the $B(H \to \mu\tau)$ for the H mass at
Figure 6.16: Distributions of the collinear mass $M_{\text{col}}$ after fitting for signal and background at $\sqrt{s} = 13$ TeV for the LFV $H \to \mu\tau$ candidates in the different channels and categories compared to data. The distribution of the simulated LFV Higgs boson sample is shown for $B(H \to \mu\tau) = 10\%$. The bottom panel in each plot shows the fractional difference between the observed data and the fitted background. Top left: $H \to \mu\tau$ 0-jet; top right: $H \to \mu\tau_h$ 0-jet; middle left: $H \to \mu\tau_e$ 1-jet; middle right: $H \to \mu\tau_h$ 1-jet; bottom left: $H \to \mu\tau_e$ 2-jet; bottom right $H \to \mu\tau_h$ 2-jet.
Table 6.15: Event yields in the signal region in the range $100 < M_{\text{col}} < 150\text{GeV}$. The expected contributions are normalized to an integrated luminosity of $2.3\, fb^{-1}$. The LFV Higgs boson signal is the expected yield for $B(H \to \mu \tau) = 1\%$ with the SM Higgs boson cross section.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$H \to \mu \tau_e$</th>
<th>$H \to \mu \tau_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-Jet</td>
<td>1-Jet</td>
</tr>
<tr>
<td>misidentified leptons</td>
<td>12.2</td>
<td>5.2</td>
</tr>
<tr>
<td>$Z \to \tau\tau$</td>
<td>14.4</td>
<td>10.6</td>
</tr>
<tr>
<td>$ZZ, WW$</td>
<td>10.7</td>
<td>4.6</td>
</tr>
<tr>
<td>$W\gamma$</td>
<td>1.2</td>
<td>3.4</td>
</tr>
<tr>
<td>$Z \to ee$ or $\mu\mu$</td>
<td>1.9</td>
<td>2.2</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>1.4</td>
<td>21.8</td>
</tr>
<tr>
<td>SM H background</td>
<td>0.4</td>
<td>4.1</td>
</tr>
<tr>
<td>sum of backgrounds</td>
<td>42.6</td>
<td>52.2</td>
</tr>
<tr>
<td>LFV Higgs boson signal</td>
<td>7.1</td>
<td>3.7</td>
</tr>
<tr>
<td>Observed data</td>
<td>33</td>
<td>41</td>
</tr>
</tbody>
</table>

125GeV are given for each category in Table 6.16. Combining all the channels, an expected upper limit of $B(H \to \mu \tau) < (1.62 \pm 0.58)\%$ is obtained. The observed upper limit is $B(H \to \mu \tau) < 1.20\%$.

The limits are also summarized graphically in Fig. 6.17.

The observed limit for the branching ratio is slightly tighter than the $B(H \to \mu \tau) < (1.51 \pm 0.83)\%$ limit obtained using the 19.7 $fb^{-1}$ data sample at 8 TeV analyzed in [69]. As mentioned in section 6.8.1 the 95\% $CL_s$ limits on $B(H \to \mu \tau)$ can be used to impose limits on the Yukawa couplings. The 95\% $CL_s$ constraint on the Yukawa couplings derived from $B(H \to \mu \tau) < 1.20\%$ and the expression for the branching fraction above is:

$$\sqrt{|Y_{\mu\tau}|^2 + |Y_{\tau\mu}|^2} < 3.16 \times 10^{-3}.$$
Table 6.16: The observed and expected upper limits for different jet categories for the $H \rightarrow \mu\tau$ process.

<table>
<thead>
<tr>
<th></th>
<th>Expected limits</th>
<th>Observed limits</th>
<th>Best fit branching fractions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-jet (%)</td>
<td>1-jet (%)</td>
<td>2-jets (%)</td>
</tr>
<tr>
<td>$\mu\tau_h$</td>
<td>$&lt;4.17$</td>
<td>$&lt;4.89$</td>
<td>$&lt;6.41$</td>
</tr>
<tr>
<td>$\mu\tau_e$</td>
<td>$&lt;2.24$</td>
<td>$&lt;4.36$</td>
<td>$&lt;7.31$</td>
</tr>
<tr>
<td>$\mu\tau$</td>
<td>$&lt;1.62$ %</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

|                | 0-jet (\%)      | 1-jet (\%)      | 2-jets (\%)                | Combined (\%)               |
| $\mu\tau_h$   | $<4.24$         | $<6.35$         | $<7.71$                     | $<3.81$                     |
| $\mu\tau_e$   | $<1.33$         | $<3.04$         | $<8.99$                     | $<1.15$                     |
| $\mu\tau$     | $<1.20$ %       |                 |                             |                             |

|                | 0-jet (\%)      | 1-jet (\%)      | 2-jets (\%)                | Combined (\%)               |
| $\mu\tau_h$   | $0.12^{+2.02}_{-1.91}$ | $1.70^{+2.41}_{-2.52}$ | $1.54^{+3.12}_{-2.71}$    | $1.12^{+1.45}_{-1.40}$      |
| $\mu\tau_e$   | $-2.11^{+1.30}_{-1.89}$ | $-2.18^{+1.99}_{-2.05}$ | $2.04^{+2.96}_{-3.31}$    | $-1.81^{+1.07}_{-1.32}$     |
| $\mu\tau$     | $-0.76^{+0.81}_{-0.84}$ |                 |                             |                             |

Figure 6.17: 95% CL Upper limits by category for the LFV $H \rightarrow \mu\tau$ decays at $\sqrt{s} = 13$ TeV. The solid red and dashed black lines correspond to the combined $\sqrt{s} = 8$ TeV observed and expected limits, respectively.
Chapter 7

$W+\text{Jets Differential Cross Section}$

Measurement

7.1 Analysis Overview

As mentioned in section 2.3, events with a $W$ boson with associated jets are produced at the LHC via parton-parton scattering. The jet multiplicity and kinematics give an experimental measurement of QCD and are compared to LO and NLO Monte Carlo simulation. The $W$ boson may decay hadronically or leptonically. In this analysis we only select the muonic decay channel because of CMS’s efficiency at identifying muons (sections 3.2.5, 5.3). Due to lepton flavor conservation required by the Standard Model, a muon neutrino will be emitted in conjunction with the muon. This neutrino will contribute to the missing transverse energy (section 5.5) in the event. To conserve momentum, the muon and its neutrino partner will tend to be emitted back-to-back in $\phi$. This difference in $\phi$ will result in a large transverse mass $M_{T}^{\mu}$, as given in equation 7.1.

\[
M_{T}^{\mu} = \sqrt{2p_{T}^{\mu}E_{T}^{\text{miss}}(1 - \cos \Delta\phi_{p_{T}^{\mu},E_{T}^{\text{miss}}})} \tag{7.1}
\]

7.2 Backgrounds and Datasets

7.2.1 Data

This measurement utilizes data collected at $\sqrt{s} = 13$ TeV in 2015 at the LHC. The trigger selection requires an isolated single muon with $p_{T} > 20$ GeV in the range $|\eta| < 2.4$. The inte-
grated luminosity used is $2.5 \, fb^{-1}$. This is $0.2 \, fb^{-1}$ more than the 13 TeV LFV dataset. The reason for this discrepancy is that LFV events must come from a time period in which the forward hadronic calorimeter is certified to be working correctly. The rapidity gap (section 6.5) in VBF Higgs events requires the use of the forward hadronic calorimeter system to identify high $|\eta|$ jets, but this requirement is not necessary for a W+jets measurement.

### 7.2.2 Monte Carlo

Background processes with similar final state signatures as W+jets are Z+jets, $t\bar{t}$, single top, diboson +jets, and QCD multijets. The QCD multijet background is estimated using a data-driven method, as discussed in section 7.2.3. The other backgrounds are all estimated using Monte Carlo. W+jets and Z+jets samples are generated with MadGraph5_aMC@NLO[14]. The $t\bar{t}$ background is generated using Powheg. Single top backgrounds are generated using MadGraph5_aMC@NLO or Powheg[58], depending on the channel. The single top simulation is generated with a mixture of Powheg and MadGraph5_aMC@NLO, depending on the decay channel. Diboson simulation is generated using Powheg for WW and Pythia8 for WZ and ZZ. The CUETP8M1[70] tune scenario is used in Pythia8 for parton showering and hadronization. MCFM [32][33][31] is used to evaluate the Monte Carlo cross sections at NLO.

The experimentally measured W+jets differential cross sections are compared to two matrix element calculations. The leading order calculation is generated by MadGraph5 interfaced with Pythia8 for parton showering and hadronization. The CTEQ6L1 parton distribution functions are used [73], and the matrix element calculation is matched to the parton showering using the MLM scheme [15][16] The MLM matching algorithm is as follows. After parton showering in Pythia, as described in section 4.1, the anti-$k_t$ jet cone algorithm is applied to the showered partons. The jet closest in $(\eta, \phi)$ to the hardest parton is selected. If the distance between the jet and the parton is less than 1.5 times the cone of radius $R$ used in the jet clustering algorithm, then the jet and the parton are matched. Each hard parton must be matched to a jet. If a hard parton in an event is not matched to a jet, then the event is rejected. The NLO calculation is computed with MadGraph5_aMC@NLO interfaced with Pythia8 in the CUETP8M1 tune. The FFX merging scheme [56] is used with a merging scale parameter of 30 GeV. The NNPDF 3.0 NLO PDF [22] is used for the matrix element calculation, while the NNPDF 2.3 LO [21][20] is used for the parton showering and hadronization. This gives NLO accuracy for 0, 1, and 2 jet events and LO accuracy
Table 7.1: The initial and final (after the iterative procedure) values of \( f_W \) are shown, as well as the initial and final values of \( f_{B/D} \), the muon isolation scale factor. These values are computed in exclusive jet bins.

<table>
<thead>
<tr>
<th>( N_{\text{jets}} )</th>
<th>Initial ( f_W )</th>
<th>Final ( f_W )</th>
<th>Initial ( f_{B/D} )</th>
<th>Final ( f_{B/D} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.08</td>
<td>1.05</td>
<td>1.41</td>
<td>1.49</td>
</tr>
<tr>
<td>1</td>
<td>1.04</td>
<td>0.99</td>
<td>1.03</td>
<td>1.08</td>
</tr>
<tr>
<td>2</td>
<td>1.05</td>
<td>1.00</td>
<td>0.76</td>
<td>0.82</td>
</tr>
<tr>
<td>3</td>
<td>1.06</td>
<td>1.06</td>
<td>0.50</td>
<td>0.56</td>
</tr>
<tr>
<td>4</td>
<td>1.33</td>
<td>1.30</td>
<td>0.26</td>
<td>0.31</td>
</tr>
<tr>
<td>5</td>
<td>1.22</td>
<td>1.13</td>
<td>0.97</td>
<td>1.06</td>
</tr>
</tbody>
</table>

for 3 and 4 jet events.

### 7.2.3 QCD Background

The QCD background is estimated using an iterative data driven method. Four regions are defined. Region A, the signal region, requires an isolated muon with \( I_{\mu}^{PF} < 0.15 \) (section 5.3) and \( M_T > 50 \text{ GeV} \) cut. Region B requires an isolated muon and a \( M_T < 50 \text{ GeV} \), minimizing the W+Jets contribution. Regions C and D are analogous to regions A and B, but with a nonisolated muon isolation requirement, \( I_{\mu}^{PF} > 0.2 \), which maximizes the QCD contribution.

In region A, the W+jets Monte Carlo is scaled by a factor \( f_W \) such that the number of W+jets and background Monte Carlo events exactly matches the number of data events in region A. This same scale factor is applied to W+jets in regions B, C, and D as well.

In region C, a histogram that determines the QCD shape is created by subtracting the Monte Carlo histograms from the data histograms.

The muon isolation scale factor \( f_{B/D} \) is calculated by dividing the difference between the data and Monte Carlo event counts in region B by the difference between the data and Monte Carlo event counts in region D. This scale factor is applied to the QCD histogram in region C to give a QCD estimate in the signal region.

However, the scale factor for W+jets computed in region A at the beginning of the procedure does not take the QCD background into account. The calculation is repeated 11 additional times, at which point \( f_W \) and \( f_{B/D} \) will have stabilized. The results are shown in tables 7.2 and 7.1

### 7.3 Event Selection

As mentioned in section 2.3, W bosons decay to hadrons or leptons. This analysis focuses on the muonic decay channel, in association with jets, in which the W boson decays to a muon and a
Table 7.2: The initial and final (after the iterative procedure) values of \( f_W \) are shown, as well as the initial and final values of \( f_{B/D} \), the muon isolation scale factor. These values are computed in inclusive jet bins.

<table>
<thead>
<tr>
<th>( N_{jets} )</th>
<th>Initial ( f_W )</th>
<th>Final ( f_W )</th>
<th>Initial ( f_{B/D} )</th>
<th>Final ( f_{B/D} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{jets} \geq 0 )</td>
<td>1.07</td>
<td>1.04</td>
<td>1.12</td>
<td>1.17</td>
</tr>
<tr>
<td>( N_{jets} \geq 1 )</td>
<td>1.05</td>
<td>1.00</td>
<td>0.97</td>
<td>1.02</td>
</tr>
<tr>
<td>( N_{jets} \geq 2 )</td>
<td>1.07</td>
<td>1.02</td>
<td>0.71</td>
<td>0.77</td>
</tr>
<tr>
<td>( N_{jets} \geq 3 )</td>
<td>1.15</td>
<td>1.10</td>
<td>0.47</td>
<td>0.54</td>
</tr>
<tr>
<td>( N_{jets} \geq 4 )</td>
<td>1.31</td>
<td>1.27</td>
<td>0.33</td>
<td>0.39</td>
</tr>
<tr>
<td>( N_{jets} \geq 5 )</td>
<td>1.23</td>
<td>1.18</td>
<td>0.65</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Muon neutrino and jets are produced from energetic hadronic products of deep inelastic scattering. The muon system of CMS, as discussed in section 3.2.5, enables particularly high muon efficiency and accurate energy resolution. Complicated scenarios such as hadronic tau decays or superclusters of \( e/\gamma \) deposits are avoided by choosing the muonic channel. Muons are required to have \( p_T > 25 \) GeV, \( |\eta| < 2.4 \), and \( I_{\mu}^{PF} < 0.15 \). Jets are identified using the anti-\( k_T \) algorithm (section 5.4.1), with \( p_T > 30 \) GeV and \( |y| < 2.4 \). Jets are required to be separated by \( \Delta R > 0.4 \) from muon candidates. Jets that originate from pileup interactions, rather than the hard scattering event that produces the W boson, are referred to as pileup jets. The contamination from pileup jets is reduced by requiring jets to originate from the same vertex as the muon candidate. This is accomplished by passing vertex and jet shower shape variables into a boosted decision tree which returns a discriminator, puMVA, for pileup jets [4]. An additional cut of \(-0.3 < puMVA \) is placed on the discriminator so that W+jets events exhibit a minimal dependence on the pileup. The discriminator is shown in figure 7.1. The distribution of events before the cut is shown in table 7.4. The effect of the cut is to move a small number of events from bins of higher jet multiplicity to bins of lower jet multiplicity, as pileup jets are removed from the \( N_{jets} \) count.

The main background to W+jets production at high jet multiplicities is \( t\bar{t} \) production. The top quarks will decay into their lighter partners, bottom quarks, which will produce b jets. The \( t\bar{t} \) contamination is reduced by applying a b-jet veto, as discussed in section 5.4.1. The yield differences between table 7.3 and table 7.5 show the effect of the b-jet veto. At high jet multiplicities the \( t\bar{t} \) contribution is reduced by approximately a factor of six while the W \( \rightarrow \mu\nu \) signal remains at 80%-90% of its pre-veto yield.

Events are vetoed if they contain additional muons with \( p_T > 15 \) GeV and \( |\eta| < 2.4 \). The transverse mass \( (M_T) \) between the muon and the missing transverse energy is defined as \( M_T(\mu, E_T^{miss}) = \sqrt{2p_T^{\mu}E_T^{miss}(1 - \cos\Delta\phi)} \), where \( \Delta\phi \) is the difference in azimuthal angle between
Figure 7.1: A plot of the puMVA discriminator used to reduce dependence on pileup jets. A cut of \( \text{puMVA} > -0.3 \) is applied.

Table 7.3: Number of events in data and simulation as a function of the exclusive jet multiplicity before the implementation of the b-tag veto. The diboson samples (WW, WZ, and ZZ) are represented by VV.

<table>
<thead>
<tr>
<th></th>
<th>( N_{\text{jets}} = 0 )</th>
<th>( N_{\text{jets}} = 1 )</th>
<th>( N_{\text{jets}} = 2 )</th>
<th>( N_{\text{jets}} = 3 )</th>
<th>( N_{\text{jets}} = 4 )</th>
<th>( N_{\text{jets}} = 5 )</th>
<th>( N_{\text{jets}} = 6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>VV</td>
<td>4041</td>
<td>3122</td>
<td>1336</td>
<td>382</td>
<td>92</td>
<td>19</td>
<td>3</td>
</tr>
<tr>
<td>QCD</td>
<td>411822</td>
<td>109220</td>
<td>23304</td>
<td>4343</td>
<td>639</td>
<td>126</td>
<td>0</td>
</tr>
<tr>
<td>Single top</td>
<td>4341</td>
<td>13379</td>
<td>11519</td>
<td>5437</td>
<td>1956</td>
<td>612</td>
<td>176</td>
</tr>
<tr>
<td>DYJets</td>
<td>624220</td>
<td>94046</td>
<td>21916</td>
<td>4805</td>
<td>1036</td>
<td>209</td>
<td>59</td>
</tr>
<tr>
<td>( t\bar{t} )</td>
<td>1951</td>
<td>12400</td>
<td>34151</td>
<td>46371</td>
<td>31871</td>
<td>13838</td>
<td>5147</td>
</tr>
<tr>
<td>( W \rightarrow \mu \nu )</td>
<td>14401433</td>
<td>2004189</td>
<td>433512</td>
<td>84961</td>
<td>16012</td>
<td>3438</td>
<td>369</td>
</tr>
<tr>
<td>TOTAL</td>
<td>15447808</td>
<td>2236356</td>
<td>525738</td>
<td>146299</td>
<td>51606</td>
<td>18242</td>
<td>5754</td>
</tr>
<tr>
<td>Data</td>
<td>16105074</td>
<td>2204919</td>
<td>526117</td>
<td>153912</td>
<td>55339</td>
<td>18580</td>
<td>5483</td>
</tr>
</tbody>
</table>
Table 7.4: Number of events in data and simulation as a function of the exclusive jet multiplicity before the implementation of the pileup jet veto. The diboson samples (WW, WZ, and ZZ) are represented by VV. The jet counts in this table are slightly higher than those in Table 7.5.

<table>
<thead>
<tr>
<th>$N_{\text{jets}}$ = 0</th>
<th>$N_{\text{jets}}$ = 1</th>
<th>$N_{\text{jets}}$ = 2</th>
<th>$N_{\text{jets}}$ = 3</th>
<th>$N_{\text{jets}}$ = 4</th>
<th>$N_{\text{jets}}$ = 5</th>
<th>$N_{\text{jets}}$ = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>VV</td>
<td>3945</td>
<td>2919</td>
<td>1197</td>
<td>329</td>
<td>78</td>
<td>15</td>
</tr>
<tr>
<td>QCD</td>
<td>3910</td>
<td>96656</td>
<td>18689</td>
<td>3731</td>
<td>573</td>
<td>231</td>
</tr>
<tr>
<td>Single top</td>
<td>3383</td>
<td>6847</td>
<td>4764</td>
<td>1902</td>
<td>566</td>
<td>146</td>
</tr>
<tr>
<td>DYJets</td>
<td>615199</td>
<td>90842</td>
<td>20152</td>
<td>4375</td>
<td>902</td>
<td>184</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>1304</td>
<td>5132</td>
<td>9733</td>
<td>10004</td>
<td>5889</td>
<td>2356</td>
</tr>
<tr>
<td>$W \rightarrow \mu\nu$</td>
<td>14208479</td>
<td>1947701</td>
<td>407535</td>
<td>77767</td>
<td>13315</td>
<td>3186</td>
</tr>
<tr>
<td>TOTAL</td>
<td>15223405</td>
<td>2150097</td>
<td>462070</td>
<td>98108</td>
<td>21323</td>
<td>6118</td>
</tr>
<tr>
<td>Data</td>
<td>15919072</td>
<td>2128830</td>
<td>463729</td>
<td>103255</td>
<td>25341</td>
<td>6462</td>
</tr>
</tbody>
</table>

Table 7.5: Number of events in data and simulation as a function of the exclusive jet multiplicity after the implementation of b-tag veto. The diboson samples (WW, WZ, and ZZ) are represented by VV.

<table>
<thead>
<tr>
<th>$N_{\text{jets}}$ = 0</th>
<th>$N_{\text{jets}}$ = 1</th>
<th>$N_{\text{jets}}$ = 2</th>
<th>$N_{\text{jets}}$ = 3</th>
<th>$N_{\text{jets}}$ = 4</th>
<th>$N_{\text{jets}}$ = 5</th>
<th>$N_{\text{jets}}$ = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>VV</td>
<td>3961</td>
<td>2917</td>
<td>1189</td>
<td>325</td>
<td>76</td>
<td>15</td>
</tr>
<tr>
<td>QCD</td>
<td>393632</td>
<td>94835</td>
<td>18662</td>
<td>3526</td>
<td>465</td>
<td>263</td>
</tr>
<tr>
<td>Single top</td>
<td>3426</td>
<td>6850</td>
<td>4747</td>
<td>1884</td>
<td>558</td>
<td>145</td>
</tr>
<tr>
<td>DYJets</td>
<td>617130</td>
<td>89398</td>
<td>19782</td>
<td>4278</td>
<td>887</td>
<td>180</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>1323</td>
<td>5178</td>
<td>9765</td>
<td>9989</td>
<td>5850</td>
<td>2332</td>
</tr>
<tr>
<td>$W \rightarrow \mu\nu$</td>
<td>14250375</td>
<td>1914920</td>
<td>400201</td>
<td>76319</td>
<td>13153</td>
<td>2995</td>
</tr>
<tr>
<td>TOTAL</td>
<td>15269847</td>
<td>2114098</td>
<td>454346</td>
<td>96321</td>
<td>20989</td>
<td>5930</td>
</tr>
<tr>
<td>Data</td>
<td>15962756</td>
<td>2096555</td>
<td>454919</td>
<td>101282</td>
<td>24903</td>
<td>6319</td>
</tr>
</tbody>
</table>

the muon momentum and the $\vec{E}_T^{\text{miss}}$ vector. In W+jets events the muon and the neutrino tend to be emitted back-to-back, which maximizes $M_T$ with respect to $\Delta \phi$. Events are required to be in the W transverse mass peak region, which is defined by $M_T > 50$ GeV.

7.4 Data-Simulation Comparisons

After applying selections, the data and simulation agreement is compared for several kinematic observables. These are shown in figures 7.3 through 7.11. The event yields for data and simulation processes in each bin of exclusive jet multiplicity are listed in Table 7.5.

At high jet multiplicities, the W+jets signal is less dominant and the accuracy of the largest background, $t\bar{t}$, becomes more important. A $t\bar{t}$ enriched control sample was created by removing the b-jet veto and requiring two or more b-tagged jets. The data-simulation agreement was found to be with 10% up to the exclusive jet multiplicity of 5 and the inclusive jet multiplicity of 4, as shown in figure 7.2.
Figure 7.2: Data to simulation comparison of exclusive (left) and inclusive (right) jet multiplicity in the ttbar control region.

Figure 7.3: Data to simulation comparison of exclusive (left) and inclusive (right) jet multiplicity. QCD background is estimated using a data-driven method. The diboson samples (WW, WZ, and ZZ) are represented by VV.
Figure 7.4: Data to simulation comparison of $1^{st}$ (left) and $2^{nd}$ (right) jet $p_T$. QCD background is estimated using a data-driven method. The diboson samples (WW, WZ, and ZZ) are represented by VV.

Figure 7.5: Data to simulation comparison of $3^{rd}$ (left) and $4^{th}$ jet $p_T$. QCD background is estimated using a data-driven method. The diboson samples (WW, WZ, and ZZ) are represented by VV.
Figure 7.6: Data to simulation comparison of 1st (left) and 2nd jet $|y|$. QCD background is estimated using a data-driven method. The diboson samples (WW, WZ, and ZZ) are represented by VV.

Figure 7.7: Data to simulation comparison of 3rd (left) and 4th jet $|y|$. QCD background is estimated using a data-driven method. The diboson samples (WW, WZ, and ZZ) are represented by VV.
Figure 7.8: Data to simulation comparison of the $m_T$ in 1$^{st}$ (left) and 2$^{nd}$ (right) inclusive jet events. QCD background is estimated using a data-driven method. The diboson samples (WW, WZ, and ZZ) are represented by VV.

Figure 7.9: Data to simulation comparison of the $m_T$ in 3$^{rd}$ (left) and 4$^{th}$ (right) inclusive jet events. QCD background is estimated using a data-driven method. The diboson samples (WW, WZ, and ZZ) are represented by VV.
Figure 7.10: Data to simulation comparison of the $W^p_T$ in $1^{st}$ (left) and $2^{nd}$ (right) inclusive jet events. QCD background is estimated using a data-driven method. The diboson samples (WW, WZ, and ZZ) are represented by VV.

Figure 7.11: Data to simulation comparison of the $W^p_T$ in $3^{rd}$ (left) and $4^{th}$ (right) inclusive jet events. QCD background is estimated using a data-driven method. The diboson samples (WW, WZ, and ZZ) are represented by VV.
7.5 Detector Unfolding

The CMS detector response can cause a measurement to deviate from its true value. For example, for a given event with a leading jet $p_T$ in the 40-45 GeV bin, there is a probability that the jet could have had a $p_T$ in the 35-40 GeV bin or in the 45-50 GeV bin. The detector response can cause the measured value to deviate from its true value. A response matrix is used to transform the measured values to the true values.

A Bayesian unfolding method [50] is used for W+Jets. The $i^{th}$ generated event $Gen_i$ results in a measured event $Reco_i$. The probability of a generated event to be observed in the $i^{th}$ bin is $P(Gen_i)$. The probability that a reco event in bin $j$ is due to a generated event in bin $i$ is $P(Reco_i|Gen_i)$. From those relations, Bayes’ theorem [26] is used to obtain $P(Gen_i|Reco_j) = \frac{P(Reco_j|Gen_i)P(Gen_i)}{\sum_{i=1}^{nbins} P(Reco_j|Gen_i)P(Gen_i)}$.

The probability to observe a reconstructed event in bin $j$ given a generator level event in bin $i$ is given by $P(Reco_j|Gen_i)$. This probability is represented by a matrix, defined as the response matrix ($R_{ji}$). The response matrix is calculated by using Monte Carlo simulation (section 4.1) to compare generator level events to events reconstructed with detector simulation. It can be visualized for a particular variable by plotting the number of generator level events versus the number of reco level events. After calculating the response matrix, Bayes’ theorem is used to obtain the probability that a reconstructed event in bin $j$ was due to a generator level event in bin $i$. This probability distribution, $P(Gen_i|Reco_j)$, is referred to as the smearing matrix, $S_{ij}$.

The number of true events observed in bin $i$ is defined as $\hat{n}(i) = \frac{1}{\epsilon_i} \sum_{j=1}^{nbins} n_{obs}(j) S_{ij}$, where $\epsilon_i$ is the efficiency of observing an event that was generated in bin $i$ and is defined by $\epsilon_i = \sum_{j=1}^{nbins} R_{ji}$.

Given the above formulas, the number of true events in each bin can be calculated. The only unknown quantity is $P(Gen_i)$, the probability to observe a generator level event in bin $i$. This probability is determined by an iterative $\chi^2$ fit. First, $P(Gen_i)$ is estimated from the Monte Carlo distribution. This allows a simple estimation of the true number of events: $\hat{n}_0 = P(Gen_i) N_{obs}$, where $N_{obs}$ is the total number of observed events. The second step is to use Bayes’ Theorem to calculate $\hat{n}(i)$ and $\hat{P}(Gen_i)$. The third step is to calculate the $\chi^2$ distribution between $\hat{n}(i)$ and $\hat{n}_0(i)$. The iterative procedure is then repeated, with $\hat{n}(i)$ and $\hat{P}(Gen_i)$ used in the first step. The iterative procedure is repeated at least four times and is concluded when $\chi^2/\nu < \frac{1}{\sqrt{2}}$.

In the generator level simulation, the events are required to pass the same event selection
used in the reconstruction level, including the requirements on muon $p_T$ and $|\eta|$, jet $p_T$ and $|y|$, and $M_T$. The generator level jets are built in the same way as the reconstructed jets, via the the anti-$k_T$ algorithm. The generator level muons are “dressed” by recombining the bare generator level muons with all of the radiated photons within a cone of radius $\Delta R < 0.1$ to account for final state radiation. The $M_T$ of the the W Boson is calculated using the dressed muon and the neutrino. The response object is then constructed from the response matrix, the reconstructed level distribution, and the corresponding generator level distribution.

### 7.6 Systematic Uncertainties

The dominant source of systematic uncertainty is the jet energy scale uncertainty. This uncertainty is calculated by varying the jet energy corrections (section 5.4.1) by their uncertainties. This uncertainty is equal to 1.4% for a jet multiplicity of 1 and increases with the number of reconstructed jets, as shown in table 7.8. Uncertainties in the jet energy scale are propagated to the calculation of $E_T^{miss}$.

The background cross sections are varied within their theoretical uncertainties. The cross section of $t\bar{t}$, which is the largest background contribution, is varied by 10%. The additional backgrounds are simultaneously varied up and down by 7% (ZZ, WZ), 6% (WW and tW single top), and 4% (Z+jets, s and t-channel single top).

A systematic uncertainty associated with the jet energy resolution (JER) scale factors is computed by varying the scale factors up and down by $1\sigma$. The resulting uncertainty is on the order of 1%.

The uncertainty in the pileup modelling is computed by varying the inelastic proton-proton cross section within its uncertainty of $\pm 5\%$. The resulting uncertainty is on the order of 1%.

The data-to-simulation correction factors of the b tagging efficiencies are varied up and down by $1\sigma$. The entire analysis is performed with these variations and the final unfolded results are compared to the results of the unshifted analysis. The effect on the measured cross section varies between 0.4%-11% depending on the jet multiplicity as shown in table 7.8.

The uncertainties of the muon trigger, identification, and isolation efficiencies are summed in quadrature to give an overall systematic uncertainty on the data-to-simulation muon scale factors. The uncertainty is computed to be 1.23%.

The uncertainty on the integrated luminosity measurement is estimated as 4.6% [7].
7.6.1 Theoretical Uncertainties

As shown in figure 7.13, the measured W+Jets cross section is compared to the results from the MadGraph5_AMC@NLO FXFX event generator. The shaded blue band corresponding to the theoretical uncertainties on the MadGraph5_AMC@NLO FXFX event generator is computed as described below.

The factorization ($\mu_f$) and renormalization scales ($\mu_r$) in QCD control the cut-offs for infrared divergences and ultraviolet divergences. By halving or doubling these scales in the Monte Carlo and measuring the shifts in event acceptance, systematic uncertainties for W+Jets production can be obtained.

These scales affect QCD radiation, which will affect parton showering and jet creation. Therefore, the effects of varying these scales are jet bin dependant. However, we cannot simply vary the scales in exclusive jet bins because the uncertainties will be underestimated [60] [85] To properly calculate uncertainties in exclusive jet bins, the exclusive uncertainties must be defined in terms of the inclusive uncertainties. This is accomplished by defining the exclusive cross section in terms of inclusive cross sections: $\sigma_N = \sigma_{\geq N} - \sigma_{\geq N+1}$

The uncertainty in the exclusive cross section is then calculated by adding the inclusive cross section uncertainties in equation(7.2).

$$\Delta^2_N = \Delta^2_{\geq N} + \Delta^2_{\geq N+1}$$ (7.2)

7.6.2 Methodology

The analysis cuts are applied at generator level in the W+Jets MadGraph5_AMC@NLO sample. The muon is required to have originated from a W boson decay. Jets are required to have $p_T > 30$ and $|\eta| < 2.4$. Muons are required to have $p_T > 25$ GeV and $|\eta| < 2.4$. An $M_T$ cut of the form $M_T(\mu, E_T^{miss}) > 50$ GeV is applied, and the muon and the jet are required to be separated by $\Delta R(\mu, jet) > 0.4$. Starting from a default value of $\mu_r = \mu_f = 1$, the scales are varied by a factor of two. The scales are varied for all eight combinations of 2, 0.5, and 1, and the results are compared to the simple double or half variation. The theoretical uncertainty, which is defined in terms of event acceptance, is equal to $|A_{max} - A_{min}|$. The results are in tables 7.6 and 7.7. Note that adding the inclusive uncertainties in quadrature increases the uncertainty, especially in the zero jets bin.
Note that in Figure 7.12 the exclusive acceptance difference in the second bin \((N_{jets} = 1)\) is smaller than the acceptance difference in the neighboring inclusive bins of \(N_{jets} \geq 1\) and \(N_{jets} \geq 2\), which represent the uncertainties at the boundaries of the \(N_{jets} = 1\) region. The seemingly small uncertainty in the \(N_{jets} = 1\) region is not in fact caused by small changes within the region but by cancellation of large migrations of events into and out of the region. This effect can be seen in all of the other exclusive jet bins. It is therefore justified to quantify the theoretical uncertainty of an exclusive jet bin by the migrations of events into and out of the bin, rather than the absolute change of the number of events in the jet bin. The uncertainties at the boundaries of the jet bin are represented by the inclusive uncertainties, which leads us to equation (7.2).

Table 7.6: Comparison of exclusive uncertainties in jet bins. The direct scale variation method means that the uncertainties have been computed by observing the difference in yields after varying \(\mu_r\) and \(\mu_f\) by a factor of 2 or 0.5. The via inclusive method adds the inclusive uncertainties according to 7.2.

<table>
<thead>
<tr>
<th>(N_{jets} = )</th>
<th>Inclusive(%)</th>
<th>Direct Scale (%)</th>
<th>Via Inclusive (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1</td>
<td>1.1</td>
<td>6.2</td>
</tr>
<tr>
<td>1</td>
<td>6.2</td>
<td>5.5</td>
<td>10.8</td>
</tr>
<tr>
<td>2</td>
<td>8.9</td>
<td>8.2</td>
<td>14.7</td>
</tr>
<tr>
<td>3</td>
<td>11.8</td>
<td>11.7</td>
<td>16.8</td>
</tr>
<tr>
<td>4</td>
<td>11.9</td>
<td>10.9</td>
<td>19.5</td>
</tr>
<tr>
<td>5</td>
<td>15.5</td>
<td>16.4</td>
<td>19.8</td>
</tr>
<tr>
<td>6</td>
<td>12.3</td>
<td>9.9</td>
<td>23.7</td>
</tr>
<tr>
<td>7</td>
<td>20.3</td>
<td>19.2</td>
<td>30.6</td>
</tr>
</tbody>
</table>

Table 7.7: This table is analogous to table 7.6, but here the uncertainties have been computed by varying the factorization and renormalization scales by all eight combinations of 2, 1, and 0.5. Almost no change is observed relative to 7.6. The choices of \(\mu_R = \mu_F = 0.5\) and \(\mu_R = \mu_F = 2.0\) produce the maximal variation in both directions for almost every jet bin. The “via inclusive” results are left unchanged to a tenth of a percent.

<table>
<thead>
<tr>
<th>(N_{jets} = )</th>
<th>Inclusive(%)</th>
<th>Direct Scale (%)</th>
<th>Via Inclusive (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.4</td>
<td>1.3</td>
<td>6.2</td>
</tr>
<tr>
<td>1</td>
<td>6.2</td>
<td>5.5</td>
<td>10.8</td>
</tr>
<tr>
<td>2</td>
<td>8.9</td>
<td>8.2</td>
<td>14.7</td>
</tr>
<tr>
<td>3</td>
<td>11.8</td>
<td>11.7</td>
<td>16.8</td>
</tr>
<tr>
<td>4</td>
<td>11.9</td>
<td>10.9</td>
<td>19.5</td>
</tr>
<tr>
<td>5</td>
<td>15.5</td>
<td>16.4</td>
<td>19.8</td>
</tr>
<tr>
<td>6</td>
<td>12.3</td>
<td>10.2</td>
<td>23.7</td>
</tr>
<tr>
<td>7</td>
<td>20.3</td>
<td>19.2</td>
<td>30.6</td>
</tr>
</tbody>
</table>
7.7 Results

The cross sections of jet multiplicities are measured for up to 5 jets. The measured W+jets differential cross section distributions are compared with the predictions of the MadGraph5-aMC@NLO FXFX and MadGraph5 LO MLM event generators. As shown in figure 7.13, the measured data and predictions are generally agreement within uncertainties. MadGraph5 appears to underestimate the measured cross section up to a multiplicity of 4. This may be because LO calculations neglect NLO and NNLO processes that could contribute to the higher jet multiplicity bins. This hypothesis is supported by the superior agreement of the NLO sample, which also underestimates the data slightly as jet multiplicity increases, possibly due to a lack of NNLO contributions to the jet bins. 7.8 and 7.9 show the measured cross sections and associated uncertainties.
Table 7.8: Differential cross section in exclusive jet multiplicity and breakdown of the systematic uncertainties for the muon decay channel.

<table>
<thead>
<tr>
<th>$N_{jets}$</th>
<th>$\frac{d\sigma}{dN_{jets}}$ [pb]</th>
<th>Tot. Unc [%]</th>
<th>stat [%]</th>
<th>Simulation stat [%]</th>
<th>JES [%]</th>
<th>JER [%]</th>
<th>PU [%]</th>
<th>XSEC [%]</th>
<th>Lumi [%]</th>
<th>BtagSF [%]</th>
<th>Eff [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>= 0</td>
<td>7.43e+03</td>
<td>5.3</td>
<td>0.064</td>
<td>0.15</td>
<td>0.15</td>
<td>0.092</td>
<td>1.7</td>
<td>0.17</td>
<td>4.9</td>
<td>0.40</td>
<td>0.53</td>
</tr>
<tr>
<td>= 1</td>
<td>867.</td>
<td>5.6</td>
<td>0.28</td>
<td>0.69</td>
<td>1.4</td>
<td>0.43</td>
<td>1.3</td>
<td>0.25</td>
<td>5.2</td>
<td>0.82</td>
<td>0.56</td>
</tr>
<tr>
<td>= 2</td>
<td>197.</td>
<td>8.8</td>
<td>0.76</td>
<td>1.8</td>
<td>6.4</td>
<td>0.31</td>
<td>1.5</td>
<td>0.58</td>
<td>5.3</td>
<td>1.7</td>
<td>0.57</td>
</tr>
<tr>
<td>= 3</td>
<td>44.8</td>
<td>13.</td>
<td>1.9</td>
<td>4.2</td>
<td>8.7</td>
<td>0.74</td>
<td>3.3</td>
<td>1.9</td>
<td>5.9</td>
<td>2.8</td>
<td>0.64</td>
</tr>
<tr>
<td>= 4</td>
<td>12.8</td>
<td>18.</td>
<td>4.3</td>
<td>9.4</td>
<td>11.</td>
<td>0.42</td>
<td>0.12</td>
<td>4.9</td>
<td>7.2</td>
<td>5.1</td>
<td>0.78</td>
</tr>
<tr>
<td>= 5</td>
<td>1.76</td>
<td>41.</td>
<td>14.</td>
<td>27.</td>
<td>21.</td>
<td>0.12</td>
<td>2.1</td>
<td>11.</td>
<td>11.</td>
<td>11.</td>
<td>1.1</td>
</tr>
</tbody>
</table>
Table 7.9: Differential cross section in inclusive jet multiplicity and breakdown of the systematic uncertainties for the muon decay channel.

<table>
<thead>
<tr>
<th>$N_{\text{jets}}$</th>
<th>$\frac{d\sigma}{dN_{\text{jets}}}$ [pb]</th>
<th>Tot. Unc [%]</th>
<th>stat [%]</th>
<th>MC stat [%]</th>
<th>JES [%]</th>
<th>JER [%]</th>
<th>PU [%]</th>
<th>XSEC [%]</th>
<th>Lumi [%]</th>
<th>BtagSF [%]</th>
<th>Eff [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq 0$</td>
<td>8.59e+03</td>
<td>5.3</td>
<td>0.056</td>
<td>0.15</td>
<td>0.53</td>
<td>0.024</td>
<td>1.7</td>
<td>0.19</td>
<td>4.9</td>
<td>0.48</td>
<td>0.54</td>
</tr>
<tr>
<td>$\geq 1$</td>
<td>1.12e+03</td>
<td>7.9</td>
<td>0.32</td>
<td>0.55</td>
<td>5.6</td>
<td>0.15</td>
<td>1.3</td>
<td>0.42</td>
<td>5.2</td>
<td>1.1</td>
<td>0.57</td>
</tr>
<tr>
<td>$\geq 2$</td>
<td>253.</td>
<td>11.</td>
<td>0.90</td>
<td>1.4</td>
<td>7.9</td>
<td>0.49</td>
<td>2.9</td>
<td>1.1</td>
<td>5.6</td>
<td>2.2</td>
<td>0.61</td>
</tr>
<tr>
<td>$\geq 3$</td>
<td>59.1</td>
<td>15.</td>
<td>2.3</td>
<td>3.2</td>
<td>11.</td>
<td>1.1</td>
<td>2.5</td>
<td>3.1</td>
<td>6.5</td>
<td>4.0</td>
<td>0.71</td>
</tr>
<tr>
<td>$\geq 4$</td>
<td>15.2</td>
<td>22.</td>
<td>5.1</td>
<td>8.0</td>
<td>15.</td>
<td>1.6</td>
<td>0.29</td>
<td>6.8</td>
<td>8.1</td>
<td>7.1</td>
<td>0.88</td>
</tr>
<tr>
<td>$\geq 5$</td>
<td>2.65</td>
<td>42.</td>
<td>14.</td>
<td>18.</td>
<td>26.</td>
<td>2.3</td>
<td>1.5</td>
<td>14.</td>
<td>12.</td>
<td>15.</td>
<td>1.3</td>
</tr>
</tbody>
</table>
Figure 7.13: The differential cross section measurement for the exclusive and inclusive jet multiplicities, compared to the predictions of MadGraph5_AMC@NLO and MadGraph5. The black circular markers with the grey hatched band represent the unfolded data measurement and its total experimental uncertainty. The blue shaded band around the MadGraph5_AMC@NLO prediction represents its theoretical uncertainty including both statistical and systematical uncertainties. MadGraph5 is shown only with its statistical uncertainty. The lower panels show the ratios of the prediction to the unfolded data.
Chapter 8

Conclusions

8.1 Summary

This thesis has presented a search for lepton flavor violating decays of the Higgs boson in the $H \rightarrow \mu \tau$ channel, using $19.7 \text{ fb}^{-1}$ of $\sqrt{s} = 8 \text{ TeV}$ data recorded in 2012 at CMS. A slight excess of events was observed, with a significance of $2.4\sigma$ and a corresponding p-value of 0.010. A maximum likelihood fit was applied, resulting in a best fit branching fraction of $B(H \rightarrow \mu \tau) = (0.84^{+0.39}_{-0.37})\%$. A limit of $B(H \rightarrow \mu \tau) < 1.51\%$ is set at 95% confidence level. The limit is used to constrain the Yukawa couplings: $\sqrt{|Y_{\mu\tau}|^2 + |Y_{\tau\mu}|^2} < 3.6 \times 10^{-3}$. This improves the results from previous indirect searches by an order of magnitude.

This search was repeated using $2.3 \text{ fb}^{-1}$ of data recorded in 2015 at CMS, after the LHC moved to a higher center of mass collision energy of $\sqrt{s} = 13 \text{ TeV}$. No excess is observed. The best fit branching fraction is $B(H \rightarrow \mu \tau) = (-0.76^{+0.81}_{-0.84})\%$. A limit of $B(H \rightarrow \mu \tau) < 1.20\%$ is set at 95% confidence level, which is tighter than the 1.51% limit at $\sqrt{s} = 8 \text{ TeV}$. The corresponding limit on the Yukawa couplings is $\sqrt{|Y_{\mu\tau}|^2 + |Y_{\tau\mu}|^2} < 3.16 \times 10^{-3}$.

Additionally, the first $\sqrt{s} = 13 \text{ TeV}$ measurement of the Standard Model cross section for $W$ boson production in association with jets was made. This measurement was made using $2.5 \text{ fb}^{-1}$ recorded at CMS in 2015. The measurement was carried out in the $W \rightarrow \mu \nu$ channel because of CMS’s ability to reconstruct muons with high efficiency. The differential cross section is presented as a function of inclusive and exclusive jet multiplicity up to five jets, after detector unfolding. The measured cross sections are consistent with the theoretical predictions from Monte Carlo, with NLO Monte Carlo showing slightly better agreement than LO Monte Carlo.
8.2 Future Outlook

The recently discovered Higgs boson remains an interesting particle to study in searches for new physics because many of its properties have not been measured. The first measurement of $H \rightarrow \mu \tau$ yielded an excess of $2.4 \sigma$ that piqued interest in the decay channel. No excess was observed at $\sqrt{s} = 13$ TeV, but the higher energy analysis was limited by the 2.3 fb$^{-1}$ 2015 dataset, in contrast to the 19.7 fb$^{-1}$ 2012 dataset at $\sqrt{s} = 8$ TeV. The expected limit (section 6.7) on $B(H \rightarrow \mu \tau)$ in 2015 was 1.20%, meaning that the 2015 analysis was never sensitive enough to fully investigate the best fit branching fraction of 0.84% observed in 2012. While the analyses contained in this thesis have added substantial information to our knowledge of lepton flavor violating couplings, more data is ultimately needed before any definitive conclusions can be made about the existence of $H \rightarrow \mu \tau$. The LHC is currently operating in 2016 and CMS is expected to record up to 30-40 fb$^{-1}$ this year. This would be 20 times the amount of data gathered in 2015. Systematic uncertainties will be reduced as more comprehensive cross section and fake rate measurements are performed with the large dataset. The limits would tighten approximately logarithmically. It’s difficult to say precisely what the expected limits will be before gathering the new data and redoing studies of systematics, but they will surely be tight enough to investigate the $H \rightarrow \mu \tau$ at the level of the small excess observed in 2012. The 0.84% best fit branching ratio observed using 2012 data would likely result in a 4-5$\sigma$ excess in 2016 data, if it does exist at that magnitude. Lepton flavor violating couplings are theorized to exist in many beyond the Standard Model theories (section 2.4), so their discovery, or lack thereof, would be an important step in our understanding of nature.

The measurement of the W boson cross section in association with jets will also benefit from more data in 2016. The measurement can be carried out to higher jet multiplicities and systematic uncertainties could be reduced in future studies. Additionally, more accurate next-to-next-to-leading-order (NNLO) Monte Carlo simulation is being generated in 2016. As more data is gathered and improved Monte Carlo is generated, our knowledge of any discrepancies between Standard Model calculations and observed data will improve. W bosons associated with jets are a significant background to many searches for beyond the Standard Model physics, including $H \rightarrow \mu \tau$. An improved understanding of this process will allow for more accurate Monte Carlo generation in the future, which will lower systematic uncertainties on this background and improve the accuracy of searches for physics beyond the Standard Model.
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